Impact of viscous fingering and permeability heterogeneity on fluid mixing in porous media

Christos Nicolaides¹, Birendra Jha¹, Luis Cueto-Felgueroso¹,², and Ruben Juanes¹

¹Department of Civil and Environmental Engineering, Massachusetts Institute of Technology, Cambridge, Massachusetts, USA, ²Civil Engineering School, Technical University of Madrid, Madrid, Spain

Abstract Fluid mixing plays a fundamental role in many natural and engineered processes, including groundwater flows in porous media, enhanced oil recovery, and microfluidic lab-on-a-chip systems. Recent developments have explored the effect of viscosity contrast on mixing, suggesting that the unstable displacement of fluids with different viscosities, or viscous fingering, provides a powerful mechanism to increase fluid-fluid interfacial area and enhance mixing. However, existing studies have not incorporated the effect of medium heterogeneity on the mixing rate. Here, we characterize the evolution of mixing between two fluids of different viscosity in heterogeneous porous media. We focus on a practical scenario of divergent-convergent flow in a quarter five spot geometry prototypical of well-driven groundwater flows. We study by means of numerical simulations the impact of permeability heterogeneity and viscosity contrast on the breakthrough curves and mixing efficiency, and we rationalize the nontrivial mixing behavior that emerges from the competition between the creation of fluid-fluid interfacial area and channeling.

1. Introduction

Spatial variation in rock properties such as porosity and permeability leads to first-order effects in macroscopic flow and transport through geologic formations [Bear, 1972; Dagan, 1989; Gelhar, 1993]. The effect of permeability heterogeneity on macrodispersion and spreading of passive tracers has been extensively studied in groundwater hydrology for many decades [Rubin, 2003; Kitanidis, 1988; Zhang and Neuman, 1990; Berkwitz et al., 2006]. Recently, the topic of flow and transport through heterogeneous media has received increasing attention due to the need to better quantify mixing (as opposed to spreading), as it plays a critical role in subsurface chemical reactions [Le Borgne et al., 2008; Cirpka et al., 2008; Tartakovsky et al., 2009; Le Borgne et al., 2010; Jha et al., 2011a; Dentz et al., 2011; Chiooga et al., 2012; Jha et al., 2013; de Anna et al., 2013].

In addition to spatial variation in rock properties, the physical properties of a groundwater contaminant can also vary in space and time due to nonlinear dependence of its density, viscosity, and diffusivity on the concentrations of the dissolved species [Flowers and Hunt, 2007]. A contaminant can be more viscous than the ambient fluid, e.g., plumes of nonhalogenated semivolatile compounds (m-Cresol, dibutyl phthalate), halogenated volatiles (ethylene dibromide, jet fuel, and fuel oil in an aquifer, or it can be less viscous, e.g., halogenated volatiles (trichloroethane, methylene chloride, dichloroethylene, chloroform), gasoline, alcohols, and ethers (methyl tertiary butyl ether or MTBE) [Boulding, 1996]. Further, the viscosity may change with time due to phase separation, dissolution, and evaporation of lighter volatile components [Mercer and Cohen, 1990].

In the context of subsurface flow and transport, it is well known that the displacement of a more viscous fluid by a less viscous one leads to a hydrodynamic instability known as viscous fingering [Bensimon et al., 1986; Homsy, 1987]. Most contaminants are partially soluble in water, with solubility depending on the pH as well as on the presence of any cosolvents, which can increase the solubility dramatically [Fu and Luthy, 1986; Boulding, 1996]. Treatment of NAPLs (non-aqueous phase liquids) with surfactants can also produce contaminant plumes where the viscosity contrast between the plume and the ambient water depends on dissolved concentrations of the contaminant [Dwarakanath et al., 1999; Mulligan et al., 2001]. The effect of viscous fingering on spreading and mixing of slugs of fluid in a porous medium or a Hele-Shaw cell has been studied through laboratory experiments [Kopf-Sill and Homsy, 1988; Bacri et al., 1992; Petitjeans et al., 1999].
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We consider subsurface transport of a mass of contaminant due to groundwater flow in an aquifer. We model the physical system as two-dimensional Darcy flow of two miscible fluids—water and contaminant—in a porous medium with heterogeneous permeability. We assume that the porous medium has constant porosity \( \phi \) and an isotropic multilognormal stationary random permeability field \( k(x, y) = K_g f(\sigma_{ln k}^2, l) \) characterized by the geometric mean permeability \( K_g \) and the permeability correlation function \( f \) defined with the log-k variance \( \sigma_{ln k}^2 \) and the spatially isotropic correlation length \( l \) (Figure 1b). We choose the modified exponential autocovariance function [Gelhar and Axness, 1983] to define our permeability correlation function. The two fluids, which are assumed to be first-contact miscible, conservative (nonreactive), neutrally buoyant, and incompressible, have different viscosities—the dynamic viscosity of water is denoted as \( \mu_1 \) and that of the contaminant is denoted as \( \mu_2 \). The ratio of the viscosities is denoted as \( M = \mu_2 / \mu_1 \). The diffusivity \( D \) between the two fluids is assumed to be constant, isotropic, and independent of the contaminant concentration. We consider the quarter five spot displacement pattern as our flow configuration with the

2. Physical and Mathematical Model

2.1. Governing Equations

We consider subsurface transport of a mass of contaminant due to groundwater flow in an aquifer. We model the physical system as two-dimensional Darcy flow of two miscible fluids—water and contaminant—in a porous medium with heterogeneous permeability. We assume that the porous medium has constant porosity \( \phi \) and an isotropic multilognormal stationary random permeability field \( k(x, y) = K_g f(\sigma_{ln k}^2, l) \) characterized by the geometric mean permeability \( K_g \) and the permeability correlation function \( f \) defined with the log-k variance \( \sigma_{ln k}^2 \) and the spatially isotropic correlation length \( l \) (Figure 1b). We choose the modified exponential autocovariance function [Gelhar and Axness, 1983] to define our permeability correlation function. The two fluids, which are assumed to be first-contact miscible, conservative (nonreactive), neutrally buoyant, and incompressible, have different viscosities—the dynamic viscosity of water is denoted as \( \mu_1 \) and that of the contaminant is denoted as \( \mu_2 \). The ratio of the viscosities is denoted as \( M = \mu_2 / \mu_1 \). The diffusivity \( D \) between the two fluids is assumed to be constant, isotropic, and independent of the contaminant concentration. We consider the quarter five spot displacement pattern as our flow configuration with the
injection well located at the bottom left and the production well located at the top right corner of the domain (Figure 1c, left). The domain is assumed to be a square of length $L$. The mean flow direction is from the injection well to the production well, with flow rate $Q$.

The governing equations in dimensional form are as follows [Bear, 1972; Dentz et al., 2011; Jha et al., 2011b]:

1. Linear advection-diffusion transport equation for the contaminant concentration $c$: $\frac{\partial c}{\partial t} + \nabla \cdot (uc - D\nabla c) = 0$, \hspace{1cm} (1)

2. Darcy’s law: $u = -\frac{k}{\mu} \nabla p$, \hspace{1cm} (2)

in $x \in [0, L]$ and $y \in [0, L]$. The first equation above is a linear advection-diffusion transport equation for the contaminant concentration $c(x, t)$. The second equation is Darcy’s law, defining the Darcy velocity of the mixture $u(x, t)$, which satisfies the incompressibility constraint. Although we use statistically stationary permeability fields, the velocity field is nonstationary in space and time due to time-dependent mixture viscosity and the radial flow configuration of the quarter five spot. The fluid pressure field is denoted by $p(x, t)$. 

Figure 1. The physical model of flow and transport of a contaminant (fluid 2) through a heterogeneous aquifer in presence of groundwater (fluid 1) flow driven by wells. (a) The five spot flow configuration with four injection wells at the corners and one pumping well at the center. (b) The three multilog normal isotropic permeability fields, $k(x, y)$, used in the current study. The strength of heterogeneity, as given by $\sigma^2_{\text{ink}}$, increases from left to right. The correlation length is $l = 0.01$. (c) The quarter five spot pattern as our 2-D model domain with injection and pumping wells at opposite corners, and no-flow boundary conditions on all sides. From left to right, initial concentration fields generated for three permeability fields by simulating point injection of a prescribed mass of the contaminant in an unbounded aquifer with the given permeability field. The mass of contaminant is the same for the three initial conditions. As the heterogeneity increases, the initial distribution of the contaminant becomes more irregular.
The characteristics scales chosen to nondimensionalize the governing equations are as follows: \( L \) is the characteristic length, \( Q \) is the injection/production flow rate per unit length in the third dimension \([L^2T^{-1}]\), \( T = \phi \), \( L^2/Q \) is the characteristic time, \( \mu_1 \) is the characteristic viscosity, \( K_y \) is the characteristic permeability value, and \( \mu_1 Q/K_y \) is the characteristic pressure drop. With \( T \) as the time scale, the dimensionless time in the simulation can be understood as pore volume injected (PVI), i.e., ratio of the injected fluid volume to the pore volume of the domain. Using the same symbols to denote the dimensionless variables, the governing equations in dimensionless form are

\[
\frac{\partial c}{\partial t} + \nabla \cdot \left( uc - \frac{1}{Pe} \nabla c \right) = 0, \tag{3}
\]

\[
u = -\frac{k(x,y)}{\mu(c)} \nabla p, \quad \nabla \cdot u = 0. \tag{4}
\]

in \( x \in [0,1] \) and \( y \in [0,1] \). The dimensionless concentration \( c \) varies from 0 in fluid 1 (water) to 1 in fluid 2 (contaminant). The dimensionless viscosity of the mixture \( \mu(c) \), is assumed to be an exponential function of the concentration, \( \mu(c) = e^{-Rc} \), where \( R = \ln M \) [Petitjeans and Maxworthy, 1996]. The Péclet number of the flow is defined as \( Pe \equiv Q/D \). The dimensionless governing parameters of the system are: the log-k variance \( \ln \sigma_{lnk}^2 \) and correlation length \( l \) of the permeability field, the Péclet number \( Pe \), and the log-viscosity ratio \( R \). In this study, we investigate the effect of \( \ln \sigma_{lnk}^2 \) and \( R \) on transport properties of the contaminant while keeping the other two parameters fixed. We choose a high value of the Péclet number, \( Pe = 10000 \), and a low value of the correlation length, \( l = 0.01 \), to simulate an advection-dominated flow in a statistically stationary permeability field.

We simulate the quarter five spot flow by applying no-flow boundary conditions on all four boundaries of the domain and a constant flow rate \((Q=1)\) between inlet and outlet, similar to the setup in Cortis et al. [2004]. The inlet concentration is fixed at \( c_0 = 0 \), and a natural outflow condition is used at the outlet, i.e., the outward flux of fluid 2 is equal to the extraction rate times the concentration of fluid 2 arriving at the well, \( F_{out}(t) = Q_{out}(t) \).

### 2.2. Initial Conditions

In this article, we are interested in studying the flow and transport of a subsurface contaminant plume of a given mass, after it has reached its stably stratified depth interval in the aquifer. The shape and concentration distribution of the plume at this depth is determined by the heterogeneity of the porous medium, characteristics of the leakage source, and by other physical properties of the contaminant such as density and viscosity.

To achieve a realistic initial distribution of the contaminant, \( c_0 = c(t=0) \), in a heterogeneous permeability field, we conduct a separate simulation to determine the initial condition. In these simulations, we assume that the physical properties of the contaminant and the resident water are identical. While it is true that the emplacement of the contaminant would be affected by viscosity contrast, we use the same initial conditions for all the simulations that share the same permeability field spatial distribution. This allows us to compare and contrast results with different viscosity ratios, \( R \), and heterogeneity, \( \sigma_{lnk}^2 \), which is one of our objectives here.

We inject a prescribed mass of the contaminant from a point source at a constant rate in a 2-D aquifer domain with natural outflow boundary conditions and characterized by the given permeability field (Figure 1b). There is one such simulation for each permeability field that we study. Therefore, the shape and concentration distribution of initial plumes is different for different permeability fields (Figure 1b). Since the initial concentration fields are different, the viscous fingering process, which depends on local concentration values, will also be different for different \( \sigma_{lnk}^2 \) even if \( R \) and \( Pe \) are the same.

### 3. Numerical Simulation

We solve equations (1) and (2) using the finite volume method with the two-point flux approximation (TPFA) for the pressure field, and sixth-order compact finite differences for the concentration field [Jha et al., 2011b]. We advance in time using an explicit third-order Runge-Kutta method. To avoid numerical stability issues due to large changes in velocities associated with point source and sink, we impose the inlet...
and outlet boundary conditions as line source and sink with length of the line equal to twice the correlation length of the permeability field (Figure 1c).

Because we use heterogeneous permeability fields, it is notoriously difficult to rigorously prove numerical convergence of the simulation results. We have confirmed, however, that the results are insensitive to small variations in the correlation length \( l \), which indicates that the resolution used is sufficient for: (1) resolving the physics from the equations (viscous fingering); and (2) capturing enough length scales of the permeability field in the simulation domain.

In Figure 2, we show the concentration field from typical simulations when 20% of the initial mass of contaminant fluid has been removed, for different viscosity contrasts \( R \) and for different levels of heterogeneity in the permeability field \( \sigma^2_{lnk} \).

Figure 2. Snapshots of the contaminant concentration field at the time when 20% of the initial mass of contaminant fluid has been removed, for different viscosity contrasts \( R \) and for different levels of heterogeneity in the permeability field \( \sigma^2_{lnk} \).

and outlet boundary conditions as line source and sink with length of the line equal to twice the correlation length of the permeability field (Figure 1c).

Because we use heterogeneous permeability fields, it is notoriously difficult to rigorously prove numerical convergence of the simulation results. We have confirmed, however, that the results are insensitive to small variations in the correlation length \( l \), which indicates that the resolution used is sufficient for: (1) resolving the physics from the equations (viscous fingering); and (2) capturing enough length scales of the permeability field in the simulation domain.

In Figure 2, we show the concentration field from typical simulations when 20% of the initial mass of contaminant fluid has been removed, for different viscosity contrasts \( R \) and for different levels of heterogeneity in the permeability field \( \sigma^2_{lnk} \). To consider a large range of contaminants encountered during groundwater remediation, we vary the log-viscosity ratio \( R \) from −4 to 4, where \( R < 0 \) indicates that the contaminant is more viscous than the aquifer water, and \( R > 0 \) indicates that the contaminant is less viscous than the aquifer water.

The spatial structure of the contaminant plume is very different for \( R < 0 \) and \( R > 0 \). For \( R < 0 \), the resident fluid fingers through the contaminant mass, breaking it up into several smaller islands which then slowly dissolve from their periphery into the resident fluid. This suggests that advection dominates the transport of the contaminant only at early times—even earlier than the breakthrough time—when viscous fingering of the resident fluid breaks up the original contaminant mass. After this time, the small islands of contaminant migrate slowly toward the outlet while fluid mixing is controlled by diffusion across the periphery of these islands.
In contrast, for \( R > 0 \), viscous fingering at the leading front of the contaminant mass results in stretching and distortion of the original plume, but the entire mass remains connected. Advection dominates over diffusion throughout the displacement by continuous stretching of the interfaces, and it is the removal of the contaminant after breakthrough that is responsible for the eventual loss of strength of viscous fingering.

Heterogeneity affects the spatial structure of the plume in two ways: (a) hold-up of the contaminant in low-permeability or stagnation zones, and (b) fast passage of both fluids through high-permeability pathways. While both hold-up and fast passage lead to spreading of the initial plume, only the latter is responsible for enhanced mixing. Moreover, stagnation zones do not persist at \( R > 0 \) because of viscous fingering of the contaminant out of these zones.

Finally, it is important to note that even though both high \( R (R > 0) \) and high \( \sigma_{\text{mix}}^2 \) lead to stretching of the interfaces, the two act in distinct ways. In the case of high \( R \), the less viscous contaminant travels faster than the resident fluid and has a tendency to remain segregated inside the fingers, which leads to a high concentration gradient across the stretched interface and subsequently higher mixing in the direction transverse to the interface. Longitudinal mixing across finger tips is small because of the high pressure gradient that maintains the sharpness of the tip. In the case of high \( \sigma_{\text{mix}}^2 \), the two fluids share the high-permeability pathways, which promotes longitudinal mixing inside these pathways.

4. Breakthrough and Removal

We quantify the breakthrough and removal behavior of the contaminant plume in our simulations using the first passage time distribution (FPTD), as shown in Figure 3a. We analyze three main features of a FPTD curve: the breakthrough time \( t_b \), the removal time \( t_r \), and the tailing behavior.

It is well known that, as heterogeneity increases, breakthrough occurs earlier and the FPTD has a slower decay in time [Berkowitz et al., 2006; Le Borgne and Gouze, 2008], as also observed in Figure 3a. In the case of multiGaussian unconnected permeability fields [Zinn and Harvey, 2003], heterogeneity is also related to the observation of lower peak concentrations in the breakthrough curves because heterogeneity leads to enhanced spreading and mixing [Kapoor and Gelhar, 1994; Le Borgne et al., 2010]. The role of viscous fingering in early breakthrough of a less viscous plume \( (R > 0) \) compared to the case of stable displacement \( (R \leq 0) \), as shown in Figure 3a, is also well known [Koval, 1963; Homsy, 1987]. However, the interplay between viscosity contrast and heterogeneity remains largely unexplored.

When the strengths of heterogeneity and hydrodynamic instability are comparable, the breakthrough and removal behavior of a plume are determined by the balance between the two effects. Viscous fingering at \( R > 0 \) leads to an increased variability in the velocities of the contaminant plume, where the dominant fingers travel much faster than the shielded fingers [Homsy, 1987]. This variability leads to early breakthrough and broader tailing in the FPTD curves (Figure 3a). The breakthrough concentrations, \( c_{\text{break}}(t_b) \), are higher because the contaminant arrives at the outlet in the form of well-defined fingers. On the other hand, at \( R < 0 \), the ambient fluid fingers through the contaminant plume dividing it into smaller plumes, which travel slowly toward the outlet while mixing and diluting continuously from the periphery (Figure 2). The tailing behavior in the FPTD curve is suppressed because of uniformly slow velocities of the divided plume (Figure 3a). The breakthrough concentrations are lower because the contaminant arriving at the outlet is the result of peripheral mixing between the contaminant and the ambient fluid. However, in both \( R > 0 \) and \( R < 0 \), viscous fingering leads to fluctuations in the FPTD curve corresponding to episodic arrival of parcels of the contaminant fluid.

We analyze the effect of \( R \) and \( \sigma_{\text{mix}}^2 \) on the breakthrough time \( t_b \) and the removal time \( t_r \) from different simulations (Figure 3b). The breakthrough (respectively, removal) time is defined as the time when 0.5% (respectively, 99.5%) of the contaminant has exited the domain. To emphasize the effect of viscosity contrast, \( \epsilon \), \( R \neq 0 \), we normalize these two times with \( t_{b0} \) and \( t_{r0} \), which are the breakthrough and removal times for \( R = 0 \) at respective \( \sigma_{\text{mix}}^2 \).

As \( R \) increases from \( -4 \) to 4, both the breakthrough time and the removal time decrease because the mixture viscosity \( \mu(c) \), which is an exponentially decreasing function of the contaminant concentration, decreases. At very high \( R \), the hydrodynamic effect dominates over the heterogeneity, such that the breakthrough time and the removal time are almost insensitive to the level of heterogeneity. As \( R \) decreases, the effect of heterogeneity on \( t_b \) and \( t_r \) increases because heterogeneity determines the spatial organization of streamlines and the permeabilities of stagnation zones. The effect of heterogeneity is larger on the normalized
removal time $t_r / t_{b0}$ than on the normalized breakthrough time $t_b / t_{b0}$ because the removal process samples a larger fraction of the heterogeneous domain and over a longer duration ($t_r > t_b$) compared to breakthrough, which only samples permeabilities along the breakthrough streamline.

The contaminant concentration at the outlet is related to the mean concentration within the domain. Let $\langle \cdot \rangle$ denote the spatial averaging operator over the domain volume; for instance, $\langle c \rangle$ is the mean concentration in the domain. We derive the evolution equation for the mean concentration by applying the volume averaging operator on the ADE (equation (1)),

$$\frac{d \langle c \rangle}{dt} = F_{in} - F_{out}. \tag{5}$$

Incorporating the boundary conditions at the injection and extraction wells, $F_{in} = 0$ and $F_{out} = Q c_{out}$, we obtain the evolution equation for the mean concentration

$$\frac{d \langle c \rangle}{dt} = -Q c_{out}. \tag{6}$$

which states that the mean concentration in the domain decays monotonically with time after breakthrough. Integrating equation (6) in time,

$$\langle c \rangle = \langle c_0 \rangle - Q \int_{t_b}^{t} c_{out} dt, \tag{7}$$

where the second term on the right-hand side is the cumulative mass (per unit volume) of the contaminant that has flowed out of the domain. Equation (7) explicitly relates the mean concentration to the FPTD curve, $c_{out}(t)$.
The degree of mixing evolves monotonically from its initial value to the final value when only one of the fluids is present, $\chi = 0$ and $\chi = 1$.

In Figure 4, we plot the evolution of the degree of mixing with the mass of the contaminant in the aquifer (the contaminant mass-in-place serves as a proxy for time in the post-breakthrough stage). We compare the degree of mixing of a given mass of contaminant for different viscosity contrasts $R$ and heterogeneity levels $\ln h_i$. The initial values of the degree of mixing at the three levels of heterogeneity are different because of the difference in the initial concentration fields (Figure 1). The vertical profile of the curves at mass-in-place $= 1$ corresponds to the prebreakthrough stage, i.e., flow during $t < t_b$.

The degree of mixing evolves monotonically from its initial value to the final value $\chi = 1$, when all the contaminant has left the domain. The mixing behavior and the spatial structure of the contaminant plume is very different for $R > 0$ and $R < 0$. In the $R > 0$ case, the contaminant is less viscous and travels faster than the ambient groundwater. This results in an earlier arrival time (Figure 3) and, therefore, an earlier departure of the mixing curve from the vertical line, where the line corresponds to mixing prior to the breakthrough. Viscous fingering initiates at the unstable displacement front, which for $R > 0$, is the downstream front. Viscous fingering leads to significant amount of stretching of the contaminant mass such that “memory” of its initial shape is lost in post breakthrough measurements.

In the $R < 0$ case, it is the upstream front of the contaminant mass that is hydrodynamically unstable. The instability grows more slowly because of the stabilizing effect of the downstream displacement front, which is stable. The contaminant breakthrough is delayed, which results in a higher degree of mixing at the time of breakthrough, however, a smaller rate of mixing after the breakthrough. The contaminant mass disintegrates into small islands, and mixing takes place at the periphery of these islands which forms the interface between the two fluids (Figure 2).

The evolution of mixing is determined by the interplay between viscous fingering ($R$) and heterogeneity ($\ln h_i$). For the mildly heterogeneous case ($\ln h_i = 0.1$), viscous fingering is the main source of disorder in the flow, and therefore the degree of mixing increases for $|R| > 0$. For $\ln h_i > 0.1$, heterogeneity enhances the degree of mixing by providing high permeability pathways which are shared by both the fluids and lead to stretching of...
interfaces. However, this effect is modified by the dynamics of viscous fingering, especially when viscosity contrast and permeability heterogeneity are comparable in strength, e.g., $R = 3$ and $r_{\ln k} = 2$.

To better understand the evolution of the degree of mixing, we derive the theoretical expressions that govern the time dependence of $v$. Multiplying the ADE (equation (1)) by the concentration $c$, applying the volume averaging operator, and incorporating the boundary conditions at the wells, we obtain

\[
\frac{d(c^2)}{dt} = -2\frac{\nu}{P_e} \langle |\nabla c|^2 \rangle - 2Qc_{\text{out}}^2.
\]

(10)

Differentiating equation (8) with respect to time

\[
\frac{d\sigma^2}{dt} = \frac{d(c^2)}{dt} - 2\langle c \rangle \frac{d\langle c \rangle}{dt}.
\]

(11)

Substituting from equations (6) and (10), we obtain the evolution equation for the concentration variance

\[
\frac{d\sigma^2}{dt} = -2\epsilon + 2Qc_{\text{out}}(\langle c \rangle - c_{\text{out}}).
\]

(12)

where we have defined the mean scalar dissipation rate as $\epsilon \equiv \frac{1}{P_e} \langle |\nabla c|^2 \rangle$ [Pope, 2000; Jha et al., 2011a]; $\epsilon$ is a measure of the rate of mixing based on the amount of fluid-fluid interfacial area available for diffusion. The evolution equation of $\epsilon$ can be obtained by applying the gradient operator to the ADE, taking a dot product with $g \equiv \nabla c$, and applying the averaging operator [Jha et al., 2011b],

\[
\frac{d\epsilon}{dt} = -\frac{2}{P_e} \langle \nabla u : g \circ g \rangle - \frac{2}{P_e^2} \langle \nabla g : \nabla g \rangle.
\]

(13)

where $\circ$ denotes a dyadic product of two vectors resulting in a second-order tensor, and : denotes double contraction. In the derivation of equation (13), we have used the condition of perfectly mixed fluids at the inlet and outlet, i.e., $g_{\text{in}} = g_{\text{out}} = 0$.

From equation (12), the evolution of the concentration variance $\sigma^2$, and therefore the degree of mixing $v$, is determined by two parts: mixing inside the domain and removal of contaminant mass. The former is related to the evolution of fluid interfaces inside the domain, i.e., evolution of $\epsilon$ given by equation (13), and the latter is related to the FPTD, i.e., the evolution of $c_{\text{out}}$.

In Figure 5, we plot the evolution of these two components. Since $\epsilon$ is always positive, the first term on the right-hand side of equation (12) acts as a sink term, which means that the fluid-fluid diffusive interface, present due to the initial condition and the disorder in the flow, always enhances mixing. However, in the case of $R > 0$, $\epsilon$ rises to higher values compared to the case of $R < 0$, because of fingering-driven stretching of the contaminant mass.
The second term in equation (12) is the result of the outflow boundary condition. It is completely determined from the FPTD (using equation (7)), and it is zero until breakthrough. After breakthrough, it acts as a source of concentration variance, or scalar energy, when \( c_{\text{out}} < \langle c \rangle \). This leads to a decline in the rate of increase in mixing from its prebreakthrough value. However, \( c_{\text{out}} \) may increase with time, for example, when parcels of unmixed contaminant fluid arrive at the outlet during viscous fingering-dominated flow at \( R > 0 \). Since \( \langle c \rangle \) continuously decreases with time, the second term in equation (12) can also act as a sink of scalar energy. In other words, removal of the contaminant leads to an increase in the degree of mixing inside the domain. At late times, both \( \epsilon \) by interface stretching, and it enhances the removal component due to higher \( c_{\text{out}} \) of the fingers arriving at the outlet.

The second term in equation (12) is the result of the outflow boundary condition. It is completely determined from the FPTD (using equation (7)), and it is zero until breakthrough. After breakthrough, it acts as a source of concentration variance, or scalar energy, when \( c_{\text{out}} < \langle c \rangle \). This leads to a decline in the rate of increase in mixing from its prebreakthrough value. However, \( c_{\text{out}} \) may increase with time, for example, when parcels of unmixed contaminant fluid arrive at the outlet during viscous fingering-dominated flow at \( R > 0 \). Since \( \langle c \rangle \) continuously decreases with time, the second term in equation (12) can also act as a sink of scalar energy. In other words, removal of the contaminant leads to an increase in the degree of mixing inside the domain. At late times, both \( \epsilon \) by interface stretching, and it enhances the removal component due to higher \( c_{\text{out}} \) of the fingers arriving at the outlet.

6. Impact of Velocity-Dependent Dispersion

We have investigated the impact of hydrodynamic dispersion on unstable displacements in heterogeneous porous media. Geologic porous media are heterogeneous at all scales. Velocity fluctuations due to subgrid-scale heterogeneity enhance local mixing and spreading, and may be incorporated into a Darcy-scale formulation through a velocity-dependent dispersion tensor. Mathematically, the isotropic diffusion tensor in the transport equation is replaced by an anisotropic diffusion-dispersion tensor [Bear, 1972]. Hence, our model equations read

\[
\frac{\partial c}{\partial t} + \nabla \cdot (uc) - \nabla \cdot (D \nabla c) = 0,
\]

(14)

\[
u = \frac{k}{\mu} \nabla p, \quad \nabla \cdot u = 0,
\]

(15)

where the diffusion-dispersion tensor, \( D \), is given by

\[
D = \phi D_m I + D_u.
\]

(16)

In the above expression, \( D_m \) is the molecular diffusion coefficient, \( I \) is the unit tensor, and we adopt the following classic formulation of the hydrodynamic dispersion tensor, \( D_u \) [Bear, 1972]:

\[
D_{u,ij} = x_l |u_i| \delta_{ij} + (x_l - x_F) \frac{u_i u_j}{|u|} (i,j=x,y),
\]

(17)

where \( x_l \) and \( x_F \) are the longitudinal and transverse dispersivities, respectively. Dispersion is characterized by the following two dimensionless numbers [Abarca et al., 2007; Hidalgo and Carrera, 2009]:

![Figure 5. The two contributions to the rate of mixing (equation (12))—the stretching component (\( \epsilon \)) and the removal component (\( c_{\text{out}} (\langle c \rangle - \langle c \rangle) \)—as a function of the amount of fluid 2 remaining in the system for different viscosity contrasts and for the very heterogeneous permeability field (\( \kappa^2 = 5 \)). The rate of mixing is the sum of these two components, and it increases with \( R \). Viscous fingering of the contaminant at \( R > 0 \) leads to episodic arrival of the contaminant at the outlet, and consequently, fluctuations in the removal component at \( R = 3 \). For \( R < 0 \), the maximum rate of mixing is achieved before the breakthrough, when \( \epsilon \) is highest and the removal component is zero (\( c_{\text{out}} = 0 \) for \( t < t_b \)). For \( R = 3 \), the maximum rate of mixing is achieved shortly after the breakthrough, when both \( \epsilon \) and the removal component are at their maximum. Viscous fingering at \( R > 0 \) leads to enhanced mixing rate in two ways: it enhances \( \epsilon \) by interface stretching, and it enhances the removal component due to higher \( c_{\text{out}} \) of the fingers arriving at the outlet.](image-url)
The parameter $b_L$ plays the role of an inverse Péclet number associated with the dispersion, while $r_T$ measures the strength of anisotropy due to longitudinal and transverse dispersion. Dispersion enhances mixing in miscible displacements, but does not seem to overwhelm viscous fingering, at least for moderate values of $b_L$ (Figures 6 and 7). The signature of channelized flow due to fingering can be identified in the time evolution of the mass flux out of the domain, as well as in the breakthrough and removal times (Figure 7). The profiles in the case with fingering retain their strong skewness toward earlier arrival of contaminant mass at the outlet.

We have also conducted simulations with variable porosity fields: (1) a multilognormal heterogeneous porosity field with log-variance $\sigma_{\ln,0}^2=2$ and correlation length $l_x=l_y=0.01$, fully correlated with the
permeability field; and (2) multilognormal heterogeneous porosity field with, log-variance $\sigma^2_{ln u} = 2$ and correlation length $l_x = l_y = 0.01$ that is uncorrelated with the permeability field. We have confirmed that both the breakthrough behavior and the evolution of mixing in these simulations with variable porosity are very similar to those in a uniform porosity case.

7. Conclusions

In this paper, we have investigated the impact of viscosity contrast and permeability heterogeneity on mixing and dilution of a contaminant migrating through an aquifer. Using high-resolution simulations, we have identified the key physical mechanisms that control contaminant breakthrough and removal times as well as the evolution of the degree of mixing during transport.

In particular, we have shown that the viscosity contrast between the contaminant and the ambient fluid exerts an important control on the spatial structure of the contaminant plume, and that this in turn plays a dominant role during groundwater cleanup. When the contaminant is less viscous, it has a finger-like structure that remains connected as it travels toward the outlet. In contrast, when the contaminant is more viscous, the plume disintegrates into several smaller plumes. This effect of viscosity contrast on plume structure has a first-order impact on the mixing and dilution of the contaminant, which will influence its rate of biodegradation and the spatial distribution of reaction products.

We have analyzed the impact of velocity-dependent dispersion on the displacement patterns and macroscopic features of transport. Dispersion enhances mixing, but the miscible displacements retain the signature of channelized flow due to fingering in the breakthrough and removal times: strong skewness toward earlier arrival of contaminant mass at the outlet.

Our results suggest that, in a pump-and-treat remediation strategy, viscous fingering of the contaminant leads to enhanced rate of mixing as a result of two mechanisms: increase of the mean scalar dissipation rate by interface stretching, and expedited removal of scalar energy (variance of concentration) from the flow domain. The identification of these physical mechanisms paves the way for combining the individual effects of the two sources of disorder—viscosity contrast and permeability heterogeneity—into a macroscopic model for evolution of mixing during contaminant transport in heterogeneous aquifers.
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