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Abstract Seismic interpretation of subsurface structures is traditionally performed without any account
of flow behavior. Here we present a methodology for characterizing fractured geologic reservoirs by inte-
grating flow and seismic data. The key element of the proposed approach is the identification—within the
inversion—of the intimate relation between fracture compliance and fracture transmissivity, which deter-
mine the acoustic and flow responses of a fractured reservoir, respectively. Owing to the strong (but highly
uncertain) dependence of fracture transmissivity on fracture compliance, the modeled flow response in a
fractured reservoir is highly sensitive to the geophysical interpretation. By means of synthetic models, we
show that by incorporating flow data (well pressures and tracer breakthrough curves) into the inversion
workflow, we can simultaneously reduce the error in the seismic interpretation and improve predictions of
the reservoir flow dynamics. While the inversion results are robust with respect to noise in the data for this
synthetic example, the applicability of the methodology remains to be tested for more complex synthetic
models and field cases.

1. Introduction

Characterizing fractured geologic formations is essential in hydrogeology, exploration geophysics, and
petroleum engineering. Fractures often dominate flow and transport behavior in fractured media [Bear
et al, 1993], which makes fracture characterization a critical step to the design and risk assessment of
nuclear waste disposal [Pruess et al., 1990; Molinero et al., 2002; Cvetkovic et al., 2004; Martinez-Landa et al.,
2012], geothermal energy production [Grant et al., 1983], groundwater use [Duguid and Lee, 1977; Kiraly,
1979, 1987; Le Borgne et al., 2006; Yadav and Singh, 2007; Kang et al, 2015a], and induced seismicity
[Gonzalez et al., 2012; Jha and Juanes, 2014]. Similarly, much of the current oil and gas reserves worldwide
are from reservoirs that are naturally fractured [Kazemi and Gilman, 1993]. The relevance of fracture charac-
terization has only increased in recent years with the growth of unconventional resources like shale oil and
shale gas [Curtis, 2002; Cueto-Felgueroso and Juanes, 2013]. Determining the effectiveness and longevity of
hydrocarbon production in those environments depends critically on our ability to characterize natural and
induced fractures [Warner et al., 2012; Engelder, 2012].

Traditionally, seismic interpretation and flow modeling have been performed independently. Both in hydro-
geologic applications and the upstream oil and gas industry, reservoir modeling typically follows a unidirec-
tional workflow. From an interpretation of seismic surveys and other geophysical and geological data, a
structural reservoir model—with reservoir geometry and faults—is built. Facies data and inference are then
used to populate reservoir properties like porosity and permeability on a fine grid, known as a static model
(or geomodel). The number of cells in the geomodel is typically too large to perform reservoir flow studies,
so a dynamic model is built from either upscaling procedures [e.g., Durlofsky, 1991; Chen et al., 2003] or mul-
tiscale techniques [e.g., Arbogast, 2002; Jenny et al., 2003; Aarnes, 2004; Aarnes et al., 2005; Kippe et al., 2008;
Juanes and Dub, 2008; Juanes and Tchelepi, 2008], which solve the global reservoir flow equations on a
coarser grid. Rock-physics properties like porosity and permeability, and reservoir dynamics properties like
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relative permeability and capillary pressure, are then modified to history-match production data. By then, all
feedback to the originating seismic data, and often much of the geologic realism, is lost.

During the past two decades, joint flow-geophysics inversion has received increased attention, especially in
the context of hydrogeophysics [e.g., Hubbard and Rubin, 2000]. Most joint inversion algorithms can be clas-
sified into two categories: (1) those that rely on a close functional relation between geophysical and hydro-
logical parameters [Rubin et al., 1992; Hyndman et al., 2000; Linde et al., 2006; Irving and Singha, 2010; Hinnell
et al,, 2010], and (2) those that use zonation, where hydrological and geophysical estimates are assumed to
have a similar zonation structure [Hyndman et al., 1994; McKenna and Poeter, 1995; Lochbuhler et al., 2013].

Rubin et al. [1992] first proposed a method to estimate a synthetic hydraulic conductivity field by combining
sparsely sampled hydrologic data with a seismic velocity model, assuming that an accurate relationship
between seismic velocity and hydraulic conductivity is known. Copty et al. [1993] took a similar approach to
estimate the spatial distribution of permeability, but accounting for errors in the geophysical image.
Hyndman et al. [2000] used field-scale measurements, rather than a lab-based relation, to estimate seismic
slowness and aquifer properties of interest. Building on the work by Hyndman et al. [2000], and given the
intrinsic limitations of using geophysical models as data due to the imperfect and variable tomographic
resolution [Day-Lewis et al., 2005], Linde et al. [2006] presented a methodology to estimate hydraulic con-
ductivity fields using radar tomograms without assuming that the petrophysical relationships are constant
across interpreted velocity zones.

Hyndman et al. [1994] used a split inversion method to extract the geometry of lithologic zones, and suc-
cessfully estimated the seismic velocity field and the conductivity field by combining seismic and tracer
transport data. This approach does not require a strong correlation between geophysical and hydrological
parameters, but does rely on the assumption that the zonation of the seismic velocity field and hydraulic
conductivity field is identical. Since this approach is not built on a direct relationship between seismic and
flow properties, this methodology has limited applicability to complex geologic structures such as fractured
media, where it is challenging to define a representative elementary volume (REV).

Seismic interpretation in challenging geologic environments like naturally fractured reservoirs is plagued
with uncertainties [Burns et al., 2007], which have limited the success of joint interpretation of hydrologic
and geophysical data [Chen et al, 2006; Dorn et al., 2012]. Therefore, there is a pressing need for an
approach that combines multiple measurements for characterizing fractured geologic media. In this study,
we combine geophysical inversion using the double-beam method (a seismic inversion method tailored to
the interpretation of fractured media) with hydrologic data via a rock-physics relation that is assumed sta-
tionary within the field.

The goal of our work is twofold: on one hand, to reduce the uncertainty in seismic analysis by incorporating
dynamic flow measurements into the seismic interpretation; on the other, to improve the predictive ability
of reservoir models by making joint use of seismic and flow data. The basic tenet of our proposed frame-
work is that there is a strong interdependence—but nevertheless not known a priori—between fracture
transmissivity (which drives the flow response) and fracture compliance (which drives the seismic response).
This connection has long been recognized [Unger and Mase, 1993; Pyrak-Nolte and Morris, 2000; Lee and
Cho, 2002], and recent works have pointed to the potential of exploiting that connection [Viastos et al.,
2006; Zhang et al., 2009; Brown and Fang, 2012; Sayers and den Boer, 2012; Petrovitch et al., 2013]. Here we
propose a formal approach to improved characterization of fractured reservoirs, and improved reservoir
flow predictions, by making joint use of the seismic and flow responses.

2. Overall Framework

Our approach seeks to combine seismic scattered wavefield data that provide spatial estimates of fracture
orientation, spacing, and compliance [Fang et al., 2013; Zheng et al., 2013] with flow data (pressure and con-
centration, or saturation) at a number of well locations. The fracture compliance values obtained from seis-
mic data analysis are related to transmissivity through a rock-physics model [Brown and Fang, 2012], an
approach that has been used in past studies [Unger and Mase, 1993; Pyrak-Nolte and Morris, 2000; Petrovitch
et al, 2013]. Both the compliance values obtained from the seismic inversion and the rock-physics model
potentially contain substantial uncertainty. By combining the flow data and the inverted compliance field in
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Figure 1. Overall framework for the proposed sequential approach to joint flow-seismic inversion. The key ingredient of our approach is
the fracture compliance-to-transmissivity rock-physics relationship that links the seismic response and the flow response. The interpreta-
tion of the spatial structure of fracture attributes is performed first using seismic data only, and then hydrologic information is used to
scale and detrend compliance values, and to invert for the compliance-transmissivity nonlinear relation. The single joint inversion deter-
mines the parameters for both the seismic error model (f8) and the compliance-transmissivity rock-physics relationship ().

a single inversion, we obtain an improved estimation of the subsurface compliance and transmissivity field
that reduces the uncertainty and enhances predictions of reservoir flows.

The general workflow is shown in Figure 1. Our proposed framework is rather general and can be applied
to field data, although in this paper we restrict our validation to synthetic computer models. We understand
the geologic reservoir as being dominated (both in its hydraulic and its seismic responses) by a fracture net-
work. In general, this fracture network can be disordered but have certain geometric statistics (fracture den-
sity, length, and orientation), as well as certain elastic compliance statistics for individual fractures (mean,
variance, and correlation length). This model of interconnected fractures, which in general is embedded in
a reservoir matrix with which it interacts, is the common physical model from which seismic and flow
responses are determined. The key ingredient of our approach is the fracture compliance-to-transmissivity
relationship, which links the seismic response to the flow response.

The true fracture compliance field (C7) and true fracture transmissivity field (T7) are related via a predefined
rock-physics model, Tr=f(Cr, ), where o denotes a set of parameters governing the functional relation
between fracture compliance and transmissivity. The strong dependence between fracture compliance and
transmissivity can be ascertained from simulations of fluid flow and elastic deformation on rough-walled
fractures (Figure 2a). The objective is then to infer the true compliance field and compliance-transmissivity
relationship by a procedure that unifies seismic and flow modeling.

2.1. Seismic Inversion and Error Modeling

We first run a forward seismic simulation on the true compliance field (C;) to generate the detailed
wavefield [Schoenberg, 1980; Coates and Schoenberg, 1995; Fang et al, 2013]. The seismic response is
affected by the underlying fracture mechanics parameters, such as fracture orientation, spacing, and
compliance. In a field application, this step is equivalent to recording seismic wavefields using surface
geophones.

KANG ET AL.

SEQUENTIAL APPROACH TO JOINT FLOW-SEISMIC INVERSION 3



@AG U Water Resources Research 10.1002/2015WR017412

(@) Top surface

Fracture aperture 6=2 (b)
10_4 i = —6=2
1 > .
=
o
0.8 ©
©
06 8 [
2 [
04 £ |
s |—8 =2 (aperture
0.2 |—6=4 (aperture
“““ 3—6 = 6 (aperture
o | |—single fracture
10 :
10° 10

Normalized spatial frequency (Amax/\)

Figure 2. (a) Top fracture surface, where the horizontal and vertical length is L = 80 m, and fracture aperture maps (void space between the top and bottom surface) for three

different values of the phase-change correlation parameter 0 (see Appendix A). For this work, we choose Df=2.5 for fractal dimension, k. = 10 for the normalized critical frequency, and
ar=0.02 m for the standard deviation of surface heights. Shown are the aperture values normalized with respect to the maximum value. (b) Power spectral density for three different val-
ues of 0. The change in power spectral density is smoother as 6 increases. Inset: correlation function y for different 0 values.

We take these wavefields and estimate the spatial map of seismic compliance (Cy;) by means of the double-
beam seismic inversion method [Zheng et al., 2013]. In general, the method can be used to determine the
orientation of sets of fractures, fracture density, and fracture compliance as a function of space (see Appen-
dix B for details). The double-beam method, however, only provides relative compliance values (that is, on a
different scale than the true compliance values), and the error in the estimated compliance field,
e.=Cr—Cy, often exhibits a strong spatial correlation with the actual compliance field Cy; something that
points to the need to model (rescale and detrend) this error to reduce such dependence. Methodologically,
this implies a transformation Cy — C,, (rescaled) — C,, (detrended) such that the error in the transformed
variable, eZ=CT—CJ,(,,, is only weakly dependent on the underlying (and unknown) true compliance field.
This error-modeling introduces a set of parameters, 5, governing the scaling and detrending of the esti-
mated fracture compliance field.

2.2. Flow Modeling

The flow response relies on the compliance-to-transmissivity relation, from which we generate the true frac-
ture transmissivity field, Tr. We simulate fluid flow and solute transport on this transmissivity field, from
which we extract a dynamic record of pressure (P7) and breakthrough curves of the solute (S7) at a discrete
set of locations that represent well measurements. These records are subject to measurement errors, and
therefore we denote the accessible, measured quantities as P'T and S, respectively. The set of parameters o
generating this response via the compliance-to transmissivity relation, Tr=f(Cr, ), are of course unknown.
We run the flow model (Gp) and transport model (Gs) on estimates fr(&,B) to obtain modeled responses
Pr and S7. The sets of parameters & (parameters determining the rock-physics model) and B (parameters
determining the error model for inverted compliance) are then estimated by minimizing the error between
the measured (P/T, S'T) and modeled (Pr, S7) flow response. Given that only a handful of parameters need to
be estimated, this is an overdetermined problem [Menke, 2012]. While sophisticated estimation and inver-
sion procedures exist, our work employs a simple weighted least squares minimization procedure:

min 3w (o3, )+ S (5 ~s(T (3. ). 0

5.8
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The weighting factors wp and ws nor-
malize the contribution of different
data sets: pressure values and break-
through curves at observation wells.
An obvious challenge is the determina-
tion of these weighting factors. If there
is no a priori information on the accu-
racy of each data set, we make two a
priori assumptions. First, we assume
that measurement errors are inde-
pendent. Second, we assume the mea-
surement errors are proportional to
the magnitude of the measured values
to normalize the contribution of two
different data sets [Kool and Parker,
1988]. This is a simple way to account
for the different units and different
measuring instruments used in the
two data sets. Therefore, we take the
second moment of the mean pressure
measurement and the mean break-
through mass fraction measurement as

el _
107" m Pa"is around 30 MPa. the weighting factors, wp [Pa 2] and

ws [—], respectively.

2.3. Rock-Physics Model

A rock-physics model links seismic observables into reservoir properties. In this study, a rock-physics model
is a physical relation between fracture compliance and fracture transmissivity, which is needed to convert
seismic scattering measurements into data useful for hydrologic modeling. To study the relation between
fracture compliance and fracture transmissivity, we perform simulations of fluid flow and elastic deforma-
tion on a rough-walled fracture (Figure 2). We construct a rock-physics model in three independent steps:
(1) we generate rough fracture surfaces; (2) we solve the elastic deformation problem on the rough-walled
fractures under normal stress; and (3) we solve the flow problem through the stressed (deformed) rough-
walled fractures. These steps allow us to construct a regression-based rock-physics model derived from
data calculated using the mechanistic model (Figure 3).

We first extend the methodology of Brown [1995] to better represent the correlated structure of fracture
roughness, and implement the method of Andrews [1988] and Unger and Mase [1993] to run efficient simu-
lations of the elastic contact problem. Finally, we solve the flow problem on the deformed rough-walled
fractures by assuming a parallel-flow approximation where the local aperture value represents the fracture
width [Moreno et al., 1988; Moreno and Neretnieks, 1993]. We obtain the effective fracture compliance value
by solving the elastic contact problem and the corresponding effective transmissivity value by solving the
flow problem. The detailed procedure for each step can be found in Appendix A.

We generate the rock-physics model by plotting the obtained fracture transmissivity values with respect to
the fracture compliance values. We typically obtain concave shapes for the functional relation for various
combination of parameters (Figure 3). However, different shapes can emerge depending on the rock type
[Pyrak-Nolte and Morris, 2000].

3. Synthetic Example

We test our coupled flow-seismic inversion framework on discrete fracture networks consisting of two sets
of parallel, equidistant, connected fractures oriented at an angle of 0° and 90° with respect to the x axis (Fig-
ure 4). We assume a layered Earth’s model, where one of the layers is a fractured reservoir layer (see Appen-
dix B for a detailed description). For simplicity, the fracture planes in this layer are vertical and bounded by
the thickness of the reservoir layer. The fracture spacing is uniform and equal to 80 m. On average, the value
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Z10 —9 -1 . . .
between 10" T and 10" m Pa . We run seismic forward modeling by

simulating seismic shot gathers using
a 3-D staggered grid finite difference method [Coates and Schoenberg, 1995; Willis et al., 2006; Fang et al.,
2013]. Seismic signals contain two types of errors or noise. The first one is random noise. This type of error
(noise) can be greatly reduced in seismic stacking, so it is usually not a big concern. The second type is the
signal-generated noise. This kind of noise is much more challenging, because it can be misidentified as sig-
nal. In our synthetic example, the fractured reservoir is placed in a geological layered structure. The strata
boundaries introduce this signal-generated noise, which is therefore included in the seismic data set. An
important feature of our fracture-imaging algorithm is that those reflections from geologic layers are natu-
rally separated and discarded.

For seismic inversion, we apply the double-beam method [Zheng et al., 2013] to estimate the modeled seis-
mic compliance field Cj,. The method exploits multiply scattered waves, which contain fracture orientation
and spacing information, and the amplitude of these waves, which contains compliance information. To
interpret the fracture-scattered signals, we make use of the interference of two focusing Gaussian beams
emitted from the surface source and receiver arrays. A more detailed explanation of the double-beam
method is given in Appendix B. The double-beam method can in general estimate fracture density and ori-
entation, and these attributes are indeed estimated accurately for the synthetic example (see Appendix B).
For the flow-seismic inversion in the synthetic example, however, we then take fracture spacing and frac-
ture orientations as known, such that only the compliance values, and not the geometry of the fracture net-
work, need to be updated.

3.2. Error Model for the Inverted Compliance Field

By analyzing the inverted compliance field, Cy;, obtained from the double-beam method, we find that the
compliance estimate has to be rescaled and detrended. This is because the double-beam method measures
the fracture-scattered seismic wave (beam) amplitude which can be related to the fracture compliance. As
such, it provides a map for the relative fracture compliance values as a function of space.

First, Cyy has a different scale than C; and must be rescaled (Figures 5a and 5b). Therefore, we introduce a
rescaling factor, fo, where C},=f,Cu, such that (C},)=(Cr). By plotting the rescaled error, e.=C;—C},, with
respect to the centered true compliance value, we observe that the rescaled error is highly correlated with
Critself (Figure 5c). From the point of view of estimation, this is undesirable because it would require a pri-
ori knowledge of the true compliance field. Thus, we introduce an error model that effectively detrends the
modeled response and weakens its dependence on the true compliance field. Our error correction model is
motivated by the scatter plot between Cr—Cj, and Cr—(C},), which shows a near-linear trend (Figure 5d).
Thus, we propose the linear error model e, = Cr—Cj,=n(Cr—(C},)) +¢, where 5 is a parameter to be
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Figure 5. (a) True compliance field for the orthogonal discrete fracture network, interpolated to show the smoothed compliance field (C7).
(b) Inverted compliance field from the double-beam seismic analysis (Cy). Note that the inverted compliance field has to be rescaled to
have the same mean as the true compliance field. (c) Difference between true compliance field (C7) and the rescaled seismic-interpreted
compliance field (C},). We find that there is strong correlation between the error (e.=Cr—C},) and the true compliance field (C), showing
the need for detrending. (d) Error (€/) as a function of the centered compliance (Cr—(C},)): we observe that C, is compressed compared
to Cy, and there is a linear relation between the error and the centered compliance.

estimated, and ¢ is a random spatial variable that exhibits a much lower correlation with Cr. From these
observations, and reorganizing, (1—n1)Cr=(1—1)poCu+ Ponn(Cu—(Cu))+e€. Therefore, we define C’},=f;[Cu
+f1(Cu—(Cum))] with f;=n/(1—1n) > 0 but unknown, and e".=Cr—C’},, which we model as an independent
random function. Now our attempt is to estimate the parameters of both the error model and rock-physics
model using flow and transport information. This is possible because the fracture compliance field and
transmissivity field are linked via the rock-physics model.

3.3. Fracture Compliance-Transmissivity Relation

In this study, we assume the existence of a space-independent rock-physics model and we take the
compliance-transmissivity relation shown in Figure 3. To test the effectiveness of our inversion framework,
we also investigated three different types of functional relation between fracture compliance and fracture
transmissivity (linear, convex, and concave) and confirmed that the framework is equally robust.

3.4. Flow and Transport Through Fracture Networks

We study a simple but realistic flow setting, which can be modeled with a no-flow condition at the bounda-
ries of the fracture network, and fixed pressure values at the single injection well (injection well located at
the lower-right corner for training scenario 1, the left center for training scenario 2 and at the lower-left cor-
ner for the prediction scenario) and pumping well (pumping well located at the upper-left corner for train-
ing scenario 1, the right center for training scenario 2 and at the upper-right corner for the prediction
scenario) (Figure 6).

KANG ET AL.

SEQUENTIAL APPROACH TO JOINT FLOW-SEISMIC INVERSION 7



@AG U Water Resources Research 10.1002/2015WR017412

(a) Training scenario 1

(b) Training scenario 2 (c) Predictive scenario

Figure 6. (a) Training flow scenario 1 used in the parameter estimation. Quarter five-spot flow geometry with a single injection well (green circle) and a single pumping well (blue circle).
There are four observation wells (red circles) that measure borehole pressure. (b) Training flow scenario 2 used in estimation. A single injection well (green circle) at the left-center and a
single pumping well (blue circle) at the right-center. (c) Prediction flow scenario, used to test the predictive ability of the estimated fracture transmissivity field. Quarter five-spot flow
geometry along the diagonal direction opposite to that of flow scenario 1. This prediction scenario is not used in the estimation step.

In this synthetic example, we do not consider flow in the matrix. We simulate flow through the fracture net-
work by assuming Poiseuille’s law along each fracture, such that the flow rate Q; between nodes i and j is
given by (see Appendix A)

_TiWP—PF

o=

; )
where P; and P; are the fluid pressure values at nodes i and j, L is the distance between nodes (constant in
our simple fracture network), W is the width of the fracture in the direction perpendicular to flow (assumed
constant), u is the fluid dynamic viscosity (also assumed constant), and Tj; is the compliance-dependent frac-
ture transmissivity. Imposing mass conservation at each node j, and assuming incompressible flow,
Z]- Q;=0, leads to a linear system of equations, which is solved for the pressure values simultaneously at all
the nodes.

Once the flow rates in the fractures are known, we simulate transport of a passive tracer by particle tracking.
We neglect diffusion, and thus particles are advected with the flow velocity between nodes. We assume
complete mixing at the nodes. Thus, the link through which the particle exits a node is chosen randomly
with flux-weighted probability [Moreno et al., 1988; Moreno and Neretnieks, 1993; Kang et al., 2011, 2015b].
This particle-tracking simulation allows us to compute the breakthrough curves (first-passage time distribu-
tion) of the injected tracer at the pumping well.

3.5. Unifying Flow Measurements and Seismic Interpretation by Least Squares

To characterize the fracture compliance field, we unify flow measurements and seismic interpretation. Pres-
sure values and breakthrough curves at wells are used as flow measurements, which can be obtained by
solving the pressure and transport equations on the true transmissivity field (T7). The objective is to find the
set of parameters, o (which characterizes the functional relation between T and C, Figure 3) and f§ (which
characterizes the error model of the inverted compliance field, Figure 5d), by minimizing the objective func-
tion in equation (1), that is, the sum of the weighted squares of the difference between measured and simu-
lated pressure (Py and Pr) and the difference between measured and simulated tracer breakthrough curves
(Sw and S7) from the rescaled and detrended seismically interpreted compliance field ((_J,(/,). As input for our
weighted least squares minimization procedure, we used two flow scenarios (training scenarios 1 and 2),
each with four pressure observation wells and one tracer breakthrough curve at the extraction well
(Figure 6).

A global optimization algorithm is applied to find a set of parameters («, ff) that minimize the objective
function. Specifically, we used pattern search [Hooke and Jeeves, 1961] and particle swarm [Eberhart and
Kennedy, 1995; Shi and Eberhart, 1998] algorithms, which do not require the gradient of the objective
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Figure 7. (a) Difference between the true compliance field (C7) and the corrected seismically interpreted compliance field (C,”V,), which
shows that the corrected compliance error (eg =C77CX,,) is small and virtually independent of the true compliance field Cr. (b) The esti-
mated compliance-transmissivity relationship from our coupled flow-seismic inversion (blue line) accurately captures the true compliance-
transmissivity relationship (red line), even though the initial input for our least squares procedure is grossly inaccurate (green line). (c)
Tracer breakthrough curves before (green solid line) and after inversion (blue solid line) compared with the true response (red solid line).
The dashed lines show the performance of the model in predictive mode, in which the model is used after inversion to predict the flow
response for a different well configuration (prediction flow scenario).

function during the minimization. We found that the pattern search algorithm was sensitive to the initial
guess of target parameters, whereas the particle swarm algorithm provided more stable and accurate esti-
mates of the target parameters. In our inversions, we found that launching 50 “particles” was sufficient to
obtain a robust minimization of the objective function in equation (1).

As can be seen in Figure 5, the inverted compliance field (Cy) obtained from the double-beam seismic
method provides excellent information on the structural organization of the compliance field, but not nec-
essarily on its magnitude. Since flow data are sensitive to both absolute values and structural organization
of the compliance field, our sequential approach to joint inversion allows us to unify flow measurements
and seismic interpretation to estimate the true compliance field. To test the predictive ability of our esti-
mated compliance field, we use for prediction purposes a flow scenario that is not used in the estimation
step (Figure 6c).

3.6. Sequential Coupled Flow-Seismic Inversion Results

We find that the fracture field can be accurately characterized from the sequential coupled inversion of seis-
mic and flow data (Figure 7).
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Figure 8. Impact of noise in the hydrologic data on inversion results. (a) Breakthrough curves for training scenario 2 with different levels of noise. (b) Corresponding pressure measure-
ments at the wells in training scenarios 1 and 2. Shown are the ratios of the measured pressure to the true pressure. (c) Estimated and predicted breakthrough curves for the two differ-
ent noise levels. (d) Comparison between the true fracture compliance-transmissivity relation and the outcome of the inversion methodology for the two different noise levels.

The first indication of the validity of the approach is the error structure in the estimated compliance field
(Figure 7a). The error in the estimated compliance, e’c'=CT—C,/‘/A, is small in magnitude and exhibits signifi-
cantly decreased correlation with the true compliance field (compare Figures 5c and 7a). The mean error for
|Cr—C'},| showed a factor-of-two reduction compared with |Cr—Cj,|, and the correlation coefficient
between Cr and |CGr—C'},| showed a factor-of-two reduction compared with the correlation coefficient
between Cr and |Cr—Cj},|. This behavior points to the importance of the rescaling and detrending steps in
obtaining an effective error model for the inverted compliance field. Since the fracture compliance and
transmissivity values are linked via the rock-physics model, the accurate estimation of the fracture compli-
ance field and the rock-physics model (Figures 7a and 7b) implies the accurate estimation of the transmis-
sivity field.

The second indication is the remarkable accuracy with which the functional relationship between compli-
ance and fracture transmissivity was estimated (Figure 7b), despite the paucity of dynamic flow data used.
The improvements in the estimates of the compliance field and the compliance-to-transmissivity relation
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lead to substantial improvements in the ability of the model to predict the breakthrough curve for a differ-
ent flow scenario (prediction flow scenario, Figure 6¢) in which the injection and pumping wells are located
on a diametrically opposite pattern (Figure 7c).

3.7. Impact of Noisy Hydrologic Data

The accuracy and robustness of the inversion are partly due to the idealized setup of the synthetic test
case. In this section, we test the degree to which the inversion results for our synthetic example are sensi-
tive to the presence of noise in the hydrologic data. We incorporated measurement errors by adding white
Gaussian noise to both the tracer breakthrough curve and the pressure measurements. We considered two
noise levels: (1) a mild noise level, with standard deviation of S;/50 and Pr/50 for the breakthrough curves
and pressure measurements, respectively; and (2) a strong noise level, with corresponding standard devia-
tions of St/10 and Pr/10.

In Figure 8, we show the results of the inversion for training scenario 2, and the model predictions for the
predictive scenario, under different noise levels: no noise, mild noise, and strong noise. It is apparent that
even for strong noise levels in tracer breakthrough data (Figure 8a) and pressure data (Figure 8b), the pro-
posed methodology produces excellent predictions of tracer concentration at the extraction well (Figure
8¢), and robust estimates of the compliance-transmissivity relation (Figure 8d). Despite the many simplifica-
tions introduced in the synthetic example that we study, these results illustrate the robustness of the pro-
posed methodology to the presence of errors that typically pollute hydrologic data in real field cases.

4, Discussion and Conclusions

We have presented a new sequential framework for the coupled inversion of seismic and flow data, for
improved characterization of fractured geologic media. The key ingredient of our approach is the recogni-
tion that the seismic response and the flow response are linked through a fracture compliance-to-
transmissivity rock-physics relationship. We show that seismic and flow data are complementary, where
seismic modeling provides the structural organization (fracture orientation and fracture spacing) and rela-
tive values of the compliance field, and flow data provide information to rescale and detrend the inverted
compliance field. Our methodology is rather general, and was designed to be applicable to real field data,
where the true compliance field is unknown, the compliance-to-transmissivity relationship is uncertain, and
the flow data are limited. Here we have illustrated the potential of the framework through synthetic com-
puter models of fractured reservoirs. We have shown that integrating seismic interpretation (through the
double-beam method [Zheng et al., 2013]) with flow modeling leads not only to robust parameter estima-
tion, but also to reservoir flow models that are more predictive.

Although our sequential coupled flow-seismic inversion framework worked well for our test cases, the gen-
erality of our methodology has to be investigated further. For example, although real geologic reservoirs
often display fracture sets with preferential orientation, fracture length, direction, and spacing are typically
random variables, leading to more complex fracture networks. In addition, different rock types and litholo-
gies are characterized by different rock-physics models, which would require the estimation of multiple
compliance-transmissivity relations, according to a zonation of the medium by rock type. This added com-
plexity may require, in turn, the implementation of more sophisticated estimation algorithms or data assimi-
lation techniques.

Appendix A: Constructing the Rock-Physics Model

In this appendix, we describe the construction of the rock-physics model in detail.

A1. Model of Rough-Walled Fractures

We construct synthetic rough-walled fractures using the spectral synthesis method (Figure 2a) [Brown and
Scholz, 1985; Power and Tullis, 1991; Glover et al., 1998]. From spectral analysis, we decompose each surface
of the fracture into two components: a power spectral density function and a phase spectrum. The power
spectral density of a real fracture surface exhibits power law decay as a function of wave number k (inverse
of wavelength 1), where the exponent is determined by the fractal dimension D of the fracture surface
[Brown and Scholz, 1985; Goff, 1990; Power and Tullis, 1991; Brown, 1995]. The phase spectrum, in contrast, is

KANG ET AL.

SEQUENTIAL APPROACH TO JOINT FLOW-SEISMIC INVERSION 11



@AG U Water Resources Research 10.1002/2015WR017412

often observed to be a near-random process independent of frequency (white noise). Further, experimental
observations show that the top and bottom surfaces are highly correlated for long wavelengths but poorly
correlated for short wavelengths [Brown, 1995; Glover et al., 1998]. To incorporate this observation into the
numerical, synthetic, rough surface generator, Brown [1995] introduced a critical wavelength /., such that
the two surfaces are perfectly matched above the critical wavelength and completely independent below
it. However, the sharp transition from perfectly correlated to uncorrelated phase at a critical wavelength
introduces a sharp discontinuity in the power spectral density. Glover et al. [1998] extended Brown’s method
to allow the surfaces to be matched at long wavelengths and gradually mismatched as the wavelength
decreases. However, Glover et al. [1998] still assumed zero correlation between the two surfaces below the
critical wavelength and the way they generate partially correlated phases above the critical wavelength
leads to different variance between the phases of top and bottom surfaces.

Therefore, we propose an extension to the methods of Brown [1995] and Glover et al. [1998], which allows
for a gradual change in correlation as a function of wavelength 1, and preserves the variance between
phases of the top and bottom surfaces. Other approaches have been proposed by, e.g., Ogilvie et al. [2006]
[Walsh et al., 2008]. First, we define a critical wavelength, A.=1/k., where the correlation between the top
and bottom surface is 0.5. Second, we define the phase correlation function y of the phases between the
top and bottom surfaces as a function of frequency, k=1/4, as follows: y=1[1+erf(—(k—k.)/0)], where 0 is
a model parameter. The correlation gradually decreases from perfect correlation (y = 1) to no correlation
(y = 0) as the spatial frequency increases (Figure 2b, inset). As defined, y=0.5 at k= k., and 0 determines
the rate of change in correlation. The transition from high to low correlation is sharper as 6 decreases (Fig-
ure 2b, inset).

To construct top and bottom fracture surfaces that follow the correlation structure 7y, we assign random
phases R, for the top surface and generate phases R, for the bottom surface such that R, have correlation y
with R;. To assign R,, we mix two random variables (R;, R3) to obtain a new random variable (R,) such that
R, and R; have correlation 7 as follows: R,=7R;++/1—72R3 [Gabriel and Colburn, 1981]. Once the phases
have been set, we generate the two surfaces by performing an inverse Fourier transform of the combined
power and phase spectra. After the two surfaces are generated, we define the standard deviation of surface
heights (g, and the mean distance (b) between top and bottom surfaces. Figure 2a shows the top fracture
surface and fracture aperture maps for three different values of 0 with fixed b that gives a minimum dis-
tance between top and bottom surfaces equal to 0 (no penetration).

In summary, we generate the aperture field of a rough-walled fracture with four parameters: the fractal
dimension (Dy) that defines the slope of the power spectral density, the standard deviation of the fracture
profile (a0 that determines the intercept of the power spectral density, the critical wavelength (1), and the
rate of change in phase correlation ().

A2, Estimation of Fracture Compliance

From the generated fracture aperture map, we obtain the effective compliance via an elastic deformation
simulation on the synthetic rough surface, subject to confining stress. Both multilevel multisummation and
fast Fourier transform (FFT) have been applied to solve rough contact problems [Unger and Mase, 1993;
Nogi and Kato, 1997; Polonsky and Keer, 1999]. We have applied FFT to solve the contact problem, as
explained in detail in Andrews [1988] and Unger and Mase [1993]. We only describe the procedure briefly
here. We consider only normal stresses at the contact, and assume that the medium is linearly elastic. As
the mean distance b between the top and bottom surfaces decreases, a region of interpenetration between
the top and bottom surfaces emerges. We constrain the deformation such that there is no interpenetration
between the two surfaces. The normal stress field S(x, y) that satisfies no penetration is obtained using an
iterative method. The analytical solution for vertical/normal displacement due to a point force on an elastic
half space is known as the Boussinesq solution, B(r)= (12;(‘;’) 1, where G is the shear modulus and v is the Pois-
son ratio. The normal displacement w(x, y) due to the stress field S(x, y) is obtained by convolution of the
Boussinesq solution: w(x,y)= [[ S(x',y")B(r)dx'dy’, which takes into account the interactions between
microcontacts. The solution is obtained via the two-dimensional FFT. We iteratively update S(x, y) until the
stress field satisfies the zero interpenetration condition [Unger and Mase, 1993]. In our simulations, we used
G =10 GPa and v=0.25, which are realistic values for Berea sandstone under confining stress around 30
MPa [Wang, 2000]. By solving the elastic deformation problem for different values of b, we obtain the
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average normal stress S over the fracture surface for fixed b, S= [[ S(x,y)dxdy/(LW), where L and W are the
longitudinal and transverse dimensions of the fracture. Finally, we compute the fracture compliance as
C=db/ds.

Fracture compliance values have been estimated not only numerically but also in laboratory and field stud-
ies [Pyrak-Nolte and Morris, 2000; Zangerl et al., 2008; Hobday and Worthington, 2012].

A3. Estimation of Fracture Transmissivity

To obtain the fracture transmissivity, we perform a fluid flow simulation for incompressible fluid with con-
stant viscosity on the final fracture geometry from the elastic deformation simulation, at each value of the
mean fracture aperture b. We take the aperture map b(x, y) as the gap width in an equivalent parallel-plate
model [Moreno et al., 1988]. By applying the lubrication approximation, we obtain a Darcy-type equation for
the gap-averaged fluid velocity, u=— %VP, where b is the local value of fracture aperture, u is the dynamic
viscosity of the fluid, and P is the fluid pressure. Conservation of mass imposes that the gap-integrated
velocity, or volumetric flux, q=ub, be divergence-free: V - q=0. We obtain the fluid pressure by solving the
system of equations given by Darcy’s law and mass conservation, with the following boundary conditions:
constant pressure boundary condition at the left and right boundaries (P, and Py, respectively), and no-flow
boundary condition at the top and bottom boundaries.

We obtain the cubic-law equivalent hydraulic aperture (h.) for a stressed rough surface using the following
relation: Qoyt=— ’ELVP’*ZPL, where Qout:frmq -ndI is the total outflow, W is the width of the fracture sur-
face (in the direction perpendicular to the flow) [Tsang, 1992]. The cubic-law equivalent aperture relates to
the transmissivity of the fracture, T=h2/12.

A4. Summary

In summary, the rock-physics model is a relationship between the fracture compliance C [m Pa~ '] and the
fracture transmissivity T [m? s~ '] (Figure 3). Such relationship links the mechanical and hydraulic behaviors
of a fracture, and constitutes the central element of our framework for sequential coupled flow-seismic
inversion.

Appendix B: Double-Beam Inversion Method for Fracture Media

In this appendix, we give additional details on the seismic interpretation method we use—the double-
beam method—and its application to the synthetic test case [Zheng et al., 2013].

B1. The Double-Beam Method

The double-beam method synthesizes a group of sources into a directional beam. The beam has a finite
width and is shot into the subsurface to illuminate a specific small target region in the reservoir. The
beam interacts with the fractures in the illuminated region and produces scattered beams (including
multiply scattered waves among fractures in the local target region) that travel up to the Earth’s surface.
The scattered beam amplitude and direction are related to the fracture orientation, spacing and compli-
ance. The same target region can be illuminated from different angles by multiple beams shot from the
surface source locations. Collectively, the scattered beams in the recorded seismic data can be extracted
to estimate local fracture parameters in that region. We then select the next target in the reservoir to
repeat the procedure outlined above. In summary, the input to the double-beam method includes: (1) a
macro seismic velocity model, which can be readily obtained by widely used methods such as the sem-
blance velocity analysis; and (2) the surface recorded seismic waveforms. The output includes: fracture
network geometry, fracture orientation, spacing between fractures, and the local fracture scattering coef-
ficient (linearly proportional to the local fracture compliance field). All these parameters are a function
of spatial location.

B2. Model Setup for the Synthetic Example

The seismic model for the synthetic example is a 3-D layered model (Figure 9). The third layer is the frac-
tured reservoir, which contains two sets of mutually orthogonal fractures. The fracture planes are vertical
and bounded by the reservoir layer thickness. We simulate seismic sources and geophones on the surface.
The geophones record the fracture-scattered signal and reflections among layers (i.e., signal-generated
noise). The layer boundaries can be constrained very effectively by conventional structural seismic imaging.
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Figure 10. Fracture seismic-wave scattering coefficient for four targets in polar angle (fracture orientation) representation. The radius represents fracture spacing. The “bright spots” in

Figure 9. The 3-D view for the fractured reservoir model in a five-layer geological model.
All layers have the same thickness, 200 m. The P wave velocities V,, in the layers are, in top-
down order, 3.0, 3.2,3.5, 3.8, and 4.0 km/s. The ratio between the P wave and the S wave
velocities is V, /Vs;=1.7. The medium densities for the layers are, from top to bottom,
2.20,2.22,2.25,2.28, and 2.30 g/cm?>. The third layer is fractured within an area 0 < x

tial

X (km)

Here the objective is to use the
surface recorded seismic data
set to infer fracture parameters
in the reservoir layer, namely,
how many sets of fractures are
in the reservoir, their preferen-
orientation,
between fractures, and the frac-
ture compliance field, all as
functions of spatial location.

spacing

B3. Seismic Inversion Results

< 2.4kmand0 <y < 2.4km.We use 2401 sources equidistantly located on the x-y plane

[0,2.4] km X[0, 2.4] km, with spacing 50 m. The receivers cover a square region on the x-y
plane: [—0.5,2.9] km X[—0.5,2.9] km, with 10 m spacing. The seismic source wavelet is a
Ricker wavelet of central frequency 40 Hz. To model 3-D seismic waves in this model, we

use a finite difference scheme (see text). Reprinted from Zheng et al. [2013] with permis-
sion from the Society of Exploration Geophysicists.

parameters corresponding to the true subsurface scenario will the scattering coefficient be large.

all

for the Synthetic Example

Our algorithm is target oriented.
We can specify the target loca-
tion where fracture parameters
will be inferred by the double-
beam method. At this target
location, we exhaustively search
possible fracture spacing

(between 40 and 120 m) and
fracture orientation (between 0° and 180°), and infer the fracture-scattering coefficient. Only for those

We identify the maximum scattering amplitude for each fracture set for all target locations, and select a
point with large fracture seismic-wave scattering coefficient to determine fracture orientation and spacing.
We can also include uncertainty in the orientation and spacing estimation process but we did not consider
this in the current manuscript. It is apparent from the results that the fracture network consists of two sets

of fractures orthogonal to each other, with a dominant fracture spacing (Figure 10).
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these plots, corresponding to the highest values of scattering coefficient, accurately identify the true parameters of the fracture network in our model. It is evident that, for each target,
there are two sets of fractures orthogonal to each other, with a dominant fracture spacing of 80 m. The bright spot at 180° and the 0° one indicate the same fracture plane (180° ambigu-
ity for a plane). Reprinted from Zheng et al. [2013] with permission from the Society of Exploration Geophysicists.
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We can plot the amplitudes in space and compare them with the true-model fracture compliance fields.
Overall, the seismic amplitude and the fracture compliances show similar spatial patterns but, as expected,
the values are not in the same range (Figures 5a and 5b). The double-beam method is not able to constrain
the absolute values of fracture compliance but, as we show in this paper, this can be done by combining
the seismic interpretation with hydrologic data.
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