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Abstract

We present a variational multiscale formulation for the numerical solution of one-dimensional systems of conserva-

tion laws. The key idea of the proposed formulation, originally presented by Hughes [Comput. Methods Appl. Mech.

Engrg., 127 (1995) 387–401], is a multiple-scale decomposition into resolved grid scales and unresolved subgrid scales.

Incorporating the effect of the subgrid scales onto the coarse scale problem results in a finite element method with

enhanced stability properties, capable of accurately representing the sharp features of the solution. In the formulation

developed herein, the multiscale split is invoked prior to any linearization of the equations. Special attention is given to

the choice of the matrix of stabilizing coefficients and the discontinuity-capturing diffusion. The methodology is applied

to the one-dimensional simulation of three-phase flow in porous media, and the shallow water equations. These numer-

ical simulations clearly show the potential and applicability of the formulation for solving highly nonlinear, nearly

hyperbolic systems on very coarse grids. Application of the numerical formulation to multidimensional problems is pre-

sented in a forthcoming paper.

� 2004 Elsevier B.V. All rights reserved.
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1. Introduction

Systems of conservation laws describe many physical processes of interest in science and engineering.

Here, we consider nonlinear systems of the advection–diffusion type, for which the flux function may be
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split into a hyperbolic and a diffusive part. We are interested in the case of vanishing diffusion, for which

the system becomes almost hyperbolic. In an attempt to obtain stable solutions which retain high-order

accuracy, the equations are solved here using a stabilized finite element method, where the stabilizing

terms arise naturally in a variational multiscale method [21,22]. The idea of a multiple-scale decomposi-

tion of the solution, which is now dominant in fluid mechanics, is adopted here for the simulation of
multiphase porous media flow, and the shallow water equations. The oscillatory behavior of the classical

Galerkin method is drastically reduced without compromising the computational cost of the method or

the accuracy of the solution. The specific contributions of this paper may be succinctly summarized as

follows:

1. Nonlinearity of the equations is retained at the time of invoking the multiscale split. Proper linearization

of the stabilizing terms is introduced after the multiple-scale decomposition into resolved and unresolved

scales. Furthermore, the multiple-scale solution is not reconstructed from point values of coarse and sub-
grid scales.

2. Several definitions of the matrix of stabilizing coefficients are tested and compared [10,23,40]. To reduce

further or eliminate completely the localized oscillations that may persist in the stabilized solution, sev-

eral existing shock-capturing techniques are studied [8,15,24,25,40], and a novel expression for the dis-

continuity-capturing diffusion is proposed.

3. The multiscale formalism is applied to the equations governing one-dimensional three-phase flow

through porous media, extending previous work on miscible and immiscible two-phase flow [31,33].

The formulation presented here is quite different from other methods that account for multiple-scale

phenomena, such as the multiscale finite element method [20], the subgrid upscaling technique [1,2], and

the mortar upscaling method [39], where the main objective is to incorporate the small-scale heterogeneity.

On the other hand, a recent paper [36] applies the original variational multiscale formulation of [21,22] to

porous media flows. It is restricted, however, to the linear scalar equation describing steady-state, single-

phase, Darcy flow, and the objective is to remove velocity–pressure instabilities, rather than instabilities

arising from the nearly hyperbolic character of the equations.

In Section 2 we present the initial and boundary value problem. We give the weak form of the problem
and describe the multiple-scale approach. Special attention is given to the matrix of stabilizing coefficients

and to various shock-capturing techniques. In Section 3 we apply the formulation to three-phase flow in

porous media. The first application is an oil filtration problem in a relatively dry medium, and the second

reproduces water–gas injection in a hydrocarbon reservoir. Numerical solutions are compared with a gen-

eral, newly developed, analytical solution [32]. In Section 4 we present the application of the method to the

one-dimensional shallow water equations in conservation variables. These simulations illustrate the excel-

lent performance of the proposed methodology. In Section 5 we gather the main conclusions, and anticipate

ongoing and future research.
2. Multiscale numerical formulation

2.1. Initial and boundary value problem

The mathematical problem is defined (in dimensionless form) by the one-dimensional system of conser-

vation laws
otuþ oxðf ðuÞ �DðuÞoxuÞ ¼ 0; x 2 X � ð0; 1Þ; t 2 ð0; T �: ð1Þ
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where u is the solution vector, f is the hyperbolic part of the flux, and D is the diffusion tensor. Let

oX � {0, 1} be the boundary of the domain, Cu 	 oX is the part of the boundary where essential conditions

are imposed, and Cn � oXnCu is the part of the boundary with natural boundary conditions:
u ¼ �u on Cu; ð2Þ

ðf �DoxuÞn ¼ F on Cn; ð3Þ
where n is the outward unit normal to the boundary, that is, n = +1 at x = 1, and n = �1 at x = 0. The initial

conditions
uðx; t ¼ 0Þ ¼ u0ðxÞ; x 2 �X � ½0; 1�; ð4Þ
close the definition of the mathematical problem.
2.2. Weak form

We define the following functional spaces:
V :¼ fv 2 W : v ¼ �u on Cug;
V0 :¼ fv 2 W : v ¼ 0 on Cug;
where the appropriate Sobolev space W depends on the particular form of the diffusion tensor. The weak

form of problem (1)–(4) consists in finding u 2 V for each fixed t 2 (0, T], such that
ðotu; vÞ þ aðu; v; uÞ ¼ lðvÞ 8v 2 V0;

uðx; t ¼ 0Þ ¼ u0ðxÞ;
ð5Þ
where
ðotu; vÞ ¼
Z

X
otu � vdX; ð6Þ

aðu; v;wÞ ¼ �
Z

X
f ðwÞ � oxvdX þ

Z
X
DðwÞoxu � oxvdX; ð7Þ

lðvÞ ¼ �
Z

Cn

F � vdC: ð8Þ
2.3. Classical Galerkin method

Consider conforming finite-dimensional spaces Vh 	 V and Vh;0 	 V0 of piece-wise polynomials, de-

fined on a finite element mesh. The standard Galerkin approximation of (5) is simply to find uh 2 Vh for
each fixed t such that
ðotuh; vhÞ þ aðuh; vh; uhÞ ¼ lðvhÞ 8vh 2 Vh;0; ð9Þ
and uh(x, t = 0) is the projection of the initial function u0(x) onto space Vh. The system of ordinary differ-

ential equations (9) is transformed into a system of (nonlinear) algebraic equations by further discretizing
the time derivative [41].
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2.4. Multiple-scale approach

It is well-known that the classical Galerkin method lacks stability when diffusive effects are small. The

objective of the multiple-scale approach described here is to obtain a stabilized numerical formulation

for this type of problems. The variational multiscale formulation was originally introduced in [21].
The key idea of the formulation is to perform a multiscale split
u ¼ uh þ ~u; ð10Þ
where uh is the resolved—grid—scale and ~u is the unresolved—subgrid—scale. By using this decomposition,

we acknowledge that certain components of the solution cannot be captured by the finite element mesh.

This is definitely the case in advection-dominated problems, where the solution develops sharp fronts that

would require an impractical grid resolution. Decomposition (10) is unique if one can express the original
functional space V as the direct sum of two spaces:
V ¼ Vh � fV; ð11Þ
where Vh is the space of resolved scales and fV is the space of subgrid scales. The space V is an infinite-

dimensional space that completes Vh in V. This space is generally unknown, and it is the role of the sub-

grid model to provide a successful approximation to it.

The multiscale decomposition was originally proposed for the linear advection–diffusion equation in
[21,22], and then extended to other linear [9,10,18,19,29,36–38] and nonlinear [11,12,16,17,26–28] problems.

A common approach to deal with nonlinear problems is to linearize the equations upfront, using either a

Picard or a Newton strategy [11,12]. In this work, however, we resort to the multiscale decomposition prior

to any linearization. In the context of nonlinear problems, it seems natural to express the solution at a given

iteration step (k) as
uðkÞ ¼ uðk�1Þ þ duðk�1Þ: ð12Þ
The first term on the right-hand side should be understood as an approximate solution at the previous iter-

ation level, and the second term as a correction. In principle, both terms are subject to the multiscale

decomposition (10):
uðk�1Þ ¼ u
ðk�1Þ
h þ ~uðk�1Þ; ð13Þ

duðk�1Þ ¼ duðk�1Þ
h þ d~uðk�1Þ; ð14Þ
Eq. (13) requires that the approximate solution u(k�1) is reconstructed after every iteration. To avoid this

reconstruction step, and obtain a formulation that completely decouples the resolved and unresolved scales

(see below), we make the additional approximation:
uðk�1Þ � u
ðk�1Þ
h ; ð15Þ
so that the multiscale split takes the form:
uðkÞ � u
ðkÞ
h þ d~uðk�1Þ: ð16Þ
In what follows we shall drop superscripts referring to the iteration level, and simply write
u � uh þ d~u ð17Þ
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Remarks

1. We refer to Eq. (17) as an incremental formulation, with a multiscale decomposition of the increment.

2. The term uh in Eq. (17) should be understood as an approximate solution about which the equations are

linearized. The term d~u plays the role of a perturbation that will allow stabilization of the solution.

3. The working assumption (15) makes our formulation different from that in [12] and [16,17], where the

subgrid scales are tracked, and the multiscale variable is reconstructed after every step of the iterative

process.

The derivation of the multiscale formulation starts by invoking a multi-scale split of the solution u and

the test function v:
u ¼ uh þ d~u 2 V ¼ Vh � fV; ð18Þ

v ¼ vh þ ~v 2 V0 ¼ Vh;0 � fV: ð19Þ
Because the weak form is linear with respect to the test function v, the original mathematical problem (5) is
split into two, a grid scale problem:
ðotðuh þ d~uÞ; vhÞ þ aðuh þ d~u; vh; uh þ d~uÞ ¼ lðvhÞ 8vh 2 Vh;0; ð20Þ

and a subscale problem:
ðotðuh þ d~uÞ;~vÞ þ aðuh þ d~u;~v; uh þ d~uÞ ¼ lð~vÞ 8~v 2 fV: ð21Þ
2.4.1. Subgrid scale problem

We write the flux term in (21) as a sum of element integrals, and we integrate by parts on each element:
aðuh þ d~u;~v; uh þ d~uÞ ¼ �
X
e

Z
Xe
ðf ðuh þ d~uÞ �Dðuh þ d~uÞoxðuh þ d~uÞÞ � ox~vdX

¼
X
e

Z
Xe
oxðf ðuh þ d~uÞ �Dðuh þ d~uÞoxðuh þ d~uÞÞ � ~vdX

�
X
e

Z
Ce
ðf ðuh þ d~uÞ �Dðuh þ d~uÞoxðuh þ d~uÞÞn � ~vdC: ð22Þ
We assume continuity of the flux across interelement boundaries, so that the boundary integrals cancel each

other on adjacent elements in the interior of the domain, that is,
�
X
e

Z
Ce
ðf ðuh þ d~uÞ �Dðuh þ d~uÞoxðuh þ d~uÞÞn � ~vdC � �

Z
Cn

F � ~vdC � lð�vÞ: ð23Þ
The expression above is a true identity if uh þ d~u is the exact solution, or if locally mass conservative finite

element spaces are employed. Otherwise, Eq. (23) should be regarded as an approximation.
We now approximate the total flux by a first-order Taylor expansion about the coarse-scale solution uh:
f ðuh þ d~uÞ �Dðuh þ d~uÞoxðuh þ d~uÞ ¼ f ðuhÞ �DðuhÞoxuh
þ f 0ðuhÞd~u� ðD0ðuhÞd~uÞoxuh �DðuhÞoxðd~uÞ þOðjd~uj2Þ: ð24Þ
Eq. (24) suggests defining the linearized advection–diffusion operator in conservation form:
0 0
Luhv :¼ ox½f ðuhÞv� ðD ðuhÞvÞoxuh �DðuhÞoxv�: ð25Þ
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The operator Luhv depends in a nonlinear fashion on the approximate coarse-scale solution uh, but is linear
in its argument v. We write this operator in the more suggestive (and convenient) form:
Luhv :¼ ox½AðuhÞv�DðuhÞoxv�: ð26Þ
where A(uh) is an ‘‘advection’’ operator, whose components Aij(uh) take the following expression:
AijðuhÞ :¼
ofiðuhÞ
ouh;j

�
X
k

oDikðuhÞ
ouh;j

oxuh;k: ð27Þ
Using Eqs. (23)–(26) in Eq. (22), we write the first-order approximation of the flux term in the subgrid scale

problem (21) as
aðuh þ d~u;~v; uh þ d~uÞ �
X
e

Z
Xe
oxðf ðuhÞ �DðuhÞoxuhÞ � ~vdX

þ
X
e

Z
Xe
Luhd~u � ~vdX �

Z
Cn

�F � ~vdC: ð28Þ
A further approximation is to consider quasi-static subscales [12]:
otd~u � 0: ð29Þ

After this final assumption, and defining the grid-scale residual
RðuhÞ :¼ �otuh � oxðf ðuhÞ �DðuhÞoxuhÞ; ð30Þ
the subscale problem (21) is written as follows:
X
e

Z
Xe
Luhd~u � ~vdX ¼

X
e

Z
Xe
RðuhÞ � ~vdX 8~v 2 fV: ð31Þ
Eq. (31) illustrates that the subgrid scale problem is in fact a projection problem:
ePðLuhd~uÞ ¼ ePðRðuhÞÞ; ð32Þ
where eP is the L2-projection onto the space of subgrid scales fV.

Remarks

1. The subgrid scale problem is infinite-dimensional, so one cannot expect to solve it exactly. It is necessary
to resort to some kind of numerical or analytical approximation.

2. To reduce dramatically the computational cost of the solution to the subscale problem, it seems appeal-

ing to localize the problem, so that it can be approximated element by element. The difficulty of this step

stems from the fact that the boundary conditions of the local problem—values of the subscales on the

inter-element boundaries—are unknown. A common modeling assumption is to use bubble functions,

that is, subscales that vanish on the boundaries of each element [4,5,14,21].

3. An alternative to assumption (29) of quasi-static subscales is to track the value of the subscales in every

element [12].

In this paper we employ an algebraic approximation to the subscales, which leads to an algebraic subgrid

scale model (ASGS):
d~u � suhRðuhÞ; ð33Þ
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where suh is a matrix of algebraic coefficients, which depend not only on the system parameters, but also on

the grid scale solution uh. This approximation is substantiated by the convergence analysis of the linear case

[13]. It can also be justified from an asymptotic Fourier analysis [13], and has proven useful in numerical

tests. The matrix suh is known as the matrix of stabilizing coefficients or matrix of intrinsic time scales [23],

and has dimension of time. Its design, which should be dictated ultimately by stability and convergence
analysis, is one of the most difficult issues in the development of a stabilized numerical method. Many alter-

natives have been proposed, some of which are reviewed and succinctly described in Section 2.5.

2.4.2. Grid scale problem

We linearize the flux term in Eq. (20) with respect to the coarse scale solution uh:
aðuh þ d~u; vh; uh þ d~uÞ ¼ �
Z

X
ðf ðuh þ d~uÞ �Dðuh þ d~uÞoxðuh þ d~uÞÞ � oxvh dX

¼ �
Z

X
ðf ðuhÞ �DðuhÞoxuhÞ � oxvh dX

�
Z

X
ðf 0ðuhÞd~u� ðD0ðuhÞd~uÞoxuhÞ � oxvh dX

þ
Z

X
ðDðuhÞoxd~uÞ � oxvh dX þOðjd~uj2Þ: ð34Þ
The first term in the final expression of (34) is the Galerkin term:
�
Z

X
ðf ðuhÞ �DðuhÞoxuhÞ � oxvh dX ¼ aðuh; vh; uhÞ: ð35Þ
Writing the second integral in (34) as a sum of element integrals, and recalling the expression of the line-

arized ‘‘advection’’ matrix (27), we get
�
Z

X
ðf 0ðuhÞd~u� ðD0ðuhÞd~uÞoxuhÞ � oxuh dX ¼

X
e

Z
Xe
ð�ATðuhÞoxvhÞ � d~udX; ð36Þ
where AT is the transpose of A. After integration by parts element by element, the third term in (34) is writ-

ten as
Z
X
ðDðuhÞoxd~uÞ � oxvh dX ¼ �

X
e

Z
Xe
oxðDTðuhÞoxvhÞ � d~udX þ

X
e

Z
Ce
ðDTðuhÞoxvhÞn � d~udC: ð37Þ
Defining the adjoint of the linearized advection–diffusion operator (26),
L�
uh
v :¼ �ATðuhÞoxv� oxðDTðuhÞoxvÞ; ð38Þ
and its associated boundary operator,
b�uhv :¼ ðDTðuhÞoxvÞn; ð39Þ
and substituting (35)–(37) in Eq. (34), the flux term of the grid scale equation takes the form:
aðuh þ d~u; vh; uh þ d~uÞ ¼ aðuh; vh; uhÞ þ
X
e

Z
Xe
L�

uh
vh � d~udX þ

X
e

Z
Ce
b�uhvh � d~udC þOðjd~uj2Þ: ð40Þ
Substituting the first-order approximation of (40) in (20), and considering quasi-static subscales as before,

we obtain the final form of the grid scale equation:
ðotuh; vhÞ þ aðuh; vh; uhÞ þ
X
e

Z
Xe
L�

uh
vh � d~udX þ

X
e

Z
Ce
b�uhvh � d~udC ¼ lðvhÞ 8vh 2 Vh;0: ð41Þ
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Remarks

1. By direct comparison with (9), it is immediate to identify in Eq. (41) the Galerkin terms and the addi-

tional stabilizing terms of the multiscale formulation.

2. The stabilizing terms are evaluated element by element, and consist of a volume integral and a boundary

integral. The boundary contribution to the stabilizing term is neglected in the numerical simulations of

Sections 3 and 4. This simplification is sensible only if the magnitude of the diffusive effects is small,

which is precisely the case of interest.
3. The grid scale Eq. (41) and the subgrid scale Eq. (31) are coupled through the value of the subscales d~u.

For the simple sub-grid scale model employed here, the algebraic approximation (33) is substituted in

Eq. (41).

4. Because the subscales are proportional to the grid-scale residual—Eq. (33), the formulation is residual-

based and, therefore, automatically consistent.

5. The key features of the formulation are the following:

(a) Linearization of the equations is employed after the multiscale split. In particular, only the subscale

effects are linearized, whereas the full nonlinear Galerkin term is retained in the grid scale equation.
(b) The approximate solution is not reconstructed after every step in the iterative process, or even after

every time step. The benefit of this working assumption is that subscale effects enter the formulation

in an integral sense only.
2.5. Matrix of stabilizing coefficients

The description of the multiscale finite element formulation is complete up to the definition of the ma-

trix of stabilizing coefficients suh. Here we review briefly several options that have been considered in the

literature. They all define the stabilization matrix s for the linear advection–diffusion problem. Extension

to the nonlinear problem is straightforward, after defining the linearized advection–diffusion operator

(26).

2.5.1. Definition through an eigenvalue problem

This formulation was originally developed in [23]. The idea is to start from the formulation of the scalar

one-dimensional linear advection–diffusion equation [6]—for which it is possible to define a function s so

that the numerical solution is nodally exact—and extend it to systems of equations in multidimensions. The

basis for such extension is to diagonalize the system of equations, by solving an eigenvalue problem, and

transform the matrix of stabilizing coefficients accordingly.

For one-dimensional problems, the matrix of stabilizing coefficients is given by [10,23]:
suh ¼ RŝuhR
T; ð42Þ
where R = [r1, . . . , rn]. We denote by mi, ri, the eigenvalues and eigenvectors of the advection matrix A,
respectively, and
ŝuh ¼ diagðŝ1; . . . ; ŝnÞ: ð43Þ

Each intrinsic time is defined as
ŝi ¼
1

2
h
n̂ðaiÞ
jmij

; ð44Þ
where h is the size of the element, ai is a measure of the element Peclet number for the ith equation,
ai ¼
1

2

jmijh
�i

; �i ¼ rTi Dri: ð45Þ
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and n̂ is a diffusion correction factor given by
n̂ðaÞ ¼ cothðaÞ � 1

a
: ð46Þ
Alternative definitions of the diffusion corrector factor n̂ have been proposed [40].
The formulation of the matrix s described here applies also to the nonlinear advection–diffusion operator

(26). In this case, the advection and diffusion matrices are not constant, but functions of the solution itself.

Therefore, an eigenvalue problem needs to be solved at each integration point.

2.5.2. Definition through the matrix inverse

A different design of the matrix of intrinsic time scales was proposed in [10] for systems of advection–

diffusion–reaction equations in multidimensions. When restricted to one-dimensional systems of advec-

tion–diffusion type, the expression of suh reduces to
suh ¼
c1
h2

DðuhÞ þ
c2
h
AðuhÞ

� ��1

; ð47Þ
where c1 = 4 and c2 = 2 for linear elements. This expression emanates from an analysis of the discrete max-

imum principle in the scalar, stationary, one-dimensional case [9,10]. The matrix s given by (47) is a matrix

function of the advection and diffusion matrices, which is the essential requirement for the method to pro-

vide optimal stabilization for each individual scalar equation when the system is diagonalized [10].
2.6. Shock-capturing techniques

While the multiscale formulation described above will produce stabilized numerical solutions, over-

shoots and undershoots may still remain in the neighborhood of internal and boundary layers. The reason

for this localized oscillatory behavior is that the method does not guarantee monotonic solutions. One pos-

sibility to enhance the robustness of the stabilized formulation is to incorporate a discontinuity-capturing

term, that will further reduce or completely eliminate spurious numerical oscillations.
Many of the existing discontinuity-capturing formulations can be expressed as an extra diffusion

term [8],
X
e

Z
Xe
DscðuhÞoxuh � oxvh dX; ð48Þ
where the numerical diffusion tensor Dsc depends on the coarse scale solution. This term leads necessarily to

a nonlinear method, even if the underlying equation is linear.

The ‘‘canonical’’ form of the discontinuity-capturing diffusion is
Dsc;1 ¼
1

2
h
jRðuhÞj
joxuhj

: ð49Þ
We propose a different expression, where the local gradient oxuh is replaced by a global measure of the gra-

dient � Usc/h:
Dsc;g ¼ Csch
jRðuhÞj
jU sc=hj

; ð50Þ
where Csc is a constant coefficient and Usc is a constant vector of characteristic values of the solution. The

main effect of expression (50) is to introduce less diffusion where the gradient of the solution is small.
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3. Three-phase flow in porous media

In this section we apply the variational multiscale formulation to the one-dimensional three-phase flow

in porous media. We review briefly the standard mathematical model, and we present numerical simula-

tions that show the performance of the multiscale method.

3.1. Mathematical formulation

Under fairly standard assumptions, the mathematical problem can be expressed as a pressure equation

of elliptic type, and a system of saturation equations of parabolic type [3,7,30]. The solution to the pressure

equation is trivial in the one-dimensional case, and we concentrate exclusively on the system of saturation

equations which, in dimensionless variables, takes the form of system (1):
otuþ oxf � oxðDoxuÞ ¼ 0; ð51Þ

where
u :¼
Sw

Sg

� �
; ð52Þ

f :¼
fw
fg

� �
; ð53Þ

D :¼
Dww Dwg

Dgw Dgg

� �
¼

�wkwð1� fwÞ
dPD

cw

dSw
��gkwfg

dPD
cg

dSg

��wkgfw
dPD

cw

dSw
�gkgð1� fgÞ

dPD
cg

dSg

0
BBB@

1
CCCA ð54Þ
are the vector of water and gas normalized saturations, the fractional flow vector and the capillary-diffusion

tensor, respectively. The fractional flow of the a-phase is
fa :¼
ka

kT

; kT ¼
X

a¼w;o;g

ka; ð55Þ
where ka is the mobility of the a-phase, and kT is the total mobility (sum of water, oil, and gas mobilities).

The phase mobility is
ka :¼
kra
la

; ð56Þ
where kra is the relative permeability and la is the dynamic viscosity of the a-phase. The function PD
ca de-

notes a dimensionless capillary pressure of the a-phase, and �a a capillary number (see [30] for details).

Therefore, the fractional flow vector and the diffusion tensor are nonlinear functions of the fluid

saturations:
f ¼ f ðuÞ; D ¼ DðuÞ: ð57Þ

The character of the system (51) depends on the eigenvalues and eigenvectors of the Jacobian matrix f

0
. In

previous work [34], we derived conditions on the relative permeability functions that guarantee that the
eigenvalues of the Jacobian matrix are everywhere real and distinct. Here, we further assume that the cap-

illary diffusion tensor is positive semi-definite. Under these conditions, the system of equations is parabolic,

and strictly hyperbolic in the limit of vanishing diffusion.
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3.2. Numerical simulations

We present several simulations of one-dimensional three-phase flow. For the sole purpose of testing the

formulation, the capillary diffusion tensor is taken as a constant diagonal matrix, that is, Eq. (54) is re-

placed by
D ¼
�w 0

0 �g

� �
: ð58Þ
The form of the capillary diffusion tensor may affect the detailed structure of individual shocks, but not the

shock location and the global structure of the solution. We are interested in the nearly hyperbolic case, so
we shall use very small values of the capillary diffusion coefficients �w, �g.

We use the following relative permeability functions [32]:
krw ¼ S2
w;

kro ¼ ð1� SwÞð1� SgÞð1� Sw � SgÞ;
krg ¼ bgSg þ ð1� bgÞS2

g;

ð59Þ
with bg = 0.1, and the following values of the fluid viscosities:
lw ¼ 0:875; lg ¼ 0:03; lo ¼ 2: ð60Þ
We reproduce approximately the conditions of the Riemann problem by imposing the constant initial con-

dition u(x, 0) = ur, and a Dirichlet boundary condition u(0, t) = ul on the left boundary. An analytical solu-
tion exists for the capillarity-free case, which can be used to verify the numerical solutions [32].

We study two scenarios: the first one involving oil filtration in a relatively dry soil, and the second one

reproducing water–gas injection in an oil reservoir.

3.2.1. Oil filtration in relatively dry soil

This example reproduces filtration of a mixture of oil, water and gas through a relatively dry porous

medium with some water and oil. The medium has the following initial normalized saturations:

Sw = 0.15, Sg = 0.8, and So = 0.05. Fluids are injected in a proportion such that the normalized fluid satu-
rations at the inlet face are: Sw = 0.25, Sg = 0.2, and So = 0.55. From a practical viewpoint, this problem

could represent a contamination event in the shallow subsurface, under one-dimensional flow conditions.

Analytical solution. The exact solution to the capillarity-free problem consists in a sequence of two gen-

uine shocks [32]. In Fig. 1 we show the profiles of water, gas, and oil saturations against the similarity var-

iable f = x/t. The solution at different times can be obtained from one another by simple stretching. The

saturations at the right boundary coincide with the initial state, and the saturations at the left boundary

correspond to the injected state. This figure illustrates the behavior of the displacement process: essentially,

the oil phase displaces the water phase, which in turn displaces gas out of the porous medium.
‘‘Reference’’ numerical solution. We test whether the numerical solution to the three-phase oil filtration

problem with capillarity provides an accurate approximation to the analytical solution of the capillarity-free

case above. We take small values of the capillary diffusion coefficients in Eq. (58):
�w ¼ 0:0005; �g ¼ 0:001: ð61Þ

We compute a ‘‘reference’’ numerical solution using the standard Galerkin method on a very fine mesh of

4000 elements. We use a Crank–Nicolson time integration technique with a constant time step of dt = 10�4.
Given this discretization and the physical parameters of the problem—in particular the speed of propaga-

tion rmax of the fast shock, we may define the following dimensionless parameters:



Fig. 1. Saturation profiles of the exact solution to the oil filtration problem. Saturations of each phase are plotted against the similarity

variable f = x/t.

Fig. 2

compa

satura
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Pe :¼ rmaxh
�min

� 0:1 ðelement Peclet numberÞ; ð62Þ

Co :¼ rmaxdt
h

� 0:08 ðelement Courant numberÞ: ð63Þ
The space and time discretization have been chosen to obtain small values of these two key parameters

(Pe� 1, Co� 1), so that the reference solution given by the classical Galerkin method is stable and accu-

rate. The comparison between this solution and the analytical solution described above is presented in Fig.

2 at time t = 3. The ‘‘reference’’ numerical solution captures correctly the global structure of the capillarity-

free solution: the location of shocks and the magnitude of the intermediate constant state are predicted

accurately. Further numerical simulations—using different values of the capillary diffusion coefficients
and different number of elements—confirm that the standard Galerkin solution converges to the entropy

solution of the capillarity-free problem.

Standard Galerkin solution. The same problem is solved using the standard Galerkin method on a coarse

mesh of only 40 elements. The element Peclet number is now Pe � 10. A Crank–Nicolson time-stepping

with dt = 0.01 is used. The associated Courant number is still very small (Co � 0.08), to minimize the
. Saturation profiles of the standard Galerkin solution to the oil filtration problem on a fine mesh of 4000 elements, and

rison to the analytical solution of the capillarity-free case. Results are shown at time t = 3. (a) Water saturation and (b) gas

tion.



Fig. 3. Saturation profiles of the standard Galerkin solution to the oil filtration problem on a coarse mesh of 40 elements. Results are

shown at times t = 3 and t = 8. (a) Water saturation and (b) gas saturation.
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numerical error introduced by the time discretization. The results of this simulation are shown in Fig. 3.

The solution obtained with the classical Galerkin method on a fine mesh of 4000 elements is included

for reference. Water and gas saturation profiles are plotted at two different times: t = 3 (transient condi-

tions), and t = 8 (quasi-steady conditions). It is apparent that the standard Galerkin solution on a coarse

grid lacks stability, and is polluted with spurious oscillations. The instabilities are especially severe for the

long-term solution, where the oscillatory behavior spreads over most of the computational domain.

Algebraic subgrid scale solutions. In Fig. 4 we plot the results obtained with the ASGS method and the
definition of s given by the eigenvalue problem (42) (formulation proposed by Hughes and Mallet [23]). The

solution is much stabler than the standard Galerkin solution. The computed saturation profiles do not dis-

play global oscillatory behavior, and capture sharply the transient shocks and the stationary boundary lay-

ers. Some small overshoots and undershoots remain, however, but they are confined to the vicinity of the

sharp features in the solution.

The ASGS solution obtained with the s matrix given by the matrix inverse (47) (formulation proposed by

Codina [10]) is shown in Fig. 5. The solution is virtually identical to that of Fig. 4, and the same comments

apply.
Stabilized solutions with shock capturing diffusion. In an attempt to remove the localized wiggles that re-

main in the solution of the stabilized ASGS method, we test several shock-capturing techniques. We com-

pare different expressions of the discontinuity-capturing diffusion applied to the same ASGS method. In

this case, we choose the solution obtained with the s matrix of Hughes and Mallet [23] (Fig. 4).
Fig. 4. Saturation profiles of the ASGS solution (s formulation given by Hughes and Mallet [23]) to the oil filtration problem on the

coarse mesh. (a) Water saturation and (b) gas saturation.



Fig. 5. Saturation profiles of the ASGS solution (s formulation given by Codina [10]) to the oil filtration problem on the coarse mesh.

(a) Water saturation and (b) gas saturation.

Fig. 6. Saturation profiles of the ASGS solution to the oil filtration problem. ‘‘Canonical form’’ of the shock-capturing diffusion.

(a) Water saturation and (b) gas saturation.
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In Fig. 6 we plot the results for the ‘‘canonical form’’ of the shock-capturing diffusion. It is found that

this formulation is effective at eliminating the oscillatory behavior (compare with Fig. 4), but at the cost of

being a bit too diffusive.

In Fig. 7 we plot the numerical solution obtained when the ‘‘global-gradient form’’ of the discontinuity-

capturing diffusion is employed, with the following values of the parameters:
U sc ¼ ð0:5; 0:5Þ; Csc ¼ 2: ð64Þ
The latter method is able to remove the localized oscillatory behavior of the ASGS solution but is, for the

parameters used, slightly too diffusive as well.

The reason for considering the novel expression of the shock-capturing diffusion as a viable alternative

to existing formulations stems from the distribution of the numerical diffusion that is actually introduced by

each method. In Fig. 8 and Fig. 9 we plot the profile of additional diffusion introduced by the ‘‘canonical

form’’ and the ‘‘global-gradient form’’, respectively, at two different simulation times. While the existing

formulation adds a significant amount of diffusion almost everywhere, the proposed formulation automat-

ically introduces numerical dissipation only in the neighborhood of the sharp features of the solution. The
latter is precisely the desired behavior of a discontinuity-capturing mechanism.



Fig. 7. Saturation profiles of the ASGS solution to the oil filtration problem. Proposed formulation of the shock-capturing diffusion.

(a) Water saturation and (b) gas saturation.

Fig. 8. Profiles of shock capturing diffusion introduced by the ‘‘canonical form’’ at two different times.

Fig. 9. Profiles of shock capturing diffusion introduced by the proposed formulation at two different times.
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3.2.2. Water–gas injection in a reservoir

The second application involves simultaneous injection of water and gas into a porous medium filled

with oil and gas, and a small amount of water. Initially, the medium has constant normalized saturations:

Sw = 0.05,Sg = 0.4, and So = 0.55. Gas and water are injected in such proportion that the normalized water

and gas saturations at the inlet are Sw = 0.85 and Sg = 0.15, respectively. The injected saturations are as-

sumed to be constant throughout the experiment. The values of initial and injected saturations used in this



Fig. 10. Saturation profiles of the exact solution to the water–gas injection problem. Saturations of each phase are plotted against the

similarity variable f = x/t.
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example are representative of a linear water-alternating-gas (WAG) injection process in a hydrocarbon res-

ervoir after primary production.

Analytical solution. The analytical solution to the water–gas injection problem described above is a se-

quence of two waves, where the slow wave is a rarefaction-shock, and the fast wave is a single shock [32].

The fluid saturation profiles of the analytical solution are shown in Fig. 10. The profiles are plotted against
the similarity variable f = x/t. The slow wave involves mainly displacement of oil by injected water, and the

fast wave corresponds to a displacement of gas by oil. An oil bank with higher oil saturations than those of

the initial and injected states is formed.

‘‘Reference’’ numerical solution. We compute a ‘‘reference’’ numerical solution to the water–gas injection

problem with small capillary diffusion coefficients:
�x ¼ 0:001; �g ¼ 0:002: ð65Þ

We use the standard Galerkin formulation on a very fine mesh of 4000 elements (h = 2.5 · 10�4), and a

Crank–Nicolson time integration scheme with dt = 5 · 10�5. For this space and time discretization, the ele-

ment Peclet and Courant numbers are, respectively:
Pe :¼ rmaxh
�min

� 0:3; ð66Þ

Co :¼ rmaxdt
h

� 0:25: ð67Þ
In Fig. 11 we plot the water and gas saturation profiles of the ‘‘reference’’ numerical solution at t = 0.5,

together with the capillarity-free analytical solution. The numerical solution correctly captures the location

and magnitude of the shocks, and provides an accurate representation of the rarefaction fan. Additional

simulations with different space and time discretizations, and different capillary diffusion coefficients, con-

firm convergence of the standard Galerkin method to the entropy solution of the problem.

Standard Galerkin solution. The problem is solved with the same physical parameters on a much coarser

mesh of 40 elements and a time step dt = 0.005. The element Peclet number is now Pe � 30, and the element
Courant number remains Co � 0.25. The results are shown in Fig. 12 at two different simulation times

(t = 0.5 and t = 2), and compared with the reference numerical solution. The Galerkin solution is com-

pletely oscillatory, especially after breakthrough of the water front.

Algebraic subgrid scale solutions. The numerical solution produced by the ASGS method with the s for-

mulation of Hughes and Mallet [23] is shown in Fig. 13. The behavior of the method is remarkable, con-

sidering that a very coarse mesh of only 40 elements was used. The stabilizing term is able to remove the



Fig. 11. Saturation profiles of the standard Galerkin solution to the water–gas injection problem on a fine mesh of 4000 elements, and

comparison to the analytical solution of the capillarity-free case. Results are shown at time t = 0.5. (a) Water saturation and (b) gas

saturation.

Fig. 12. Saturation profiles of the standard Galerkin solution to the water–gas injection problem on a coarse mesh of 40 elements.

Results are shown at times t = 0.5 and t = 2. (a) Water saturation and (b) gas saturation.

Fig. 13. Saturation profiles of the ASGS solution (s formulation given by Hughes and Mallet [23]) to the water–gas injection problem

on the coarse mesh. (a) Water saturation and (b) gas saturation.
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global oscillatory behavior of the standard Galerkin method, while preserving a sharp definition of the

shocks and boundary layers.



Fig. 14. Zoomed view of the saturation profiles of the ASGS solution, showing the behavior of the method as the mesh is refined. (a)

Water saturation and (b) gas saturation.
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It is important to investigate the behavior of the algebraic subgrid scale method as the mesh is refined. In

Fig. 14 we show a zoomed view of the saturation profiles at two different times (t = 0.5 and t = 2), com-

puted with three different grids of 40, 80, and 160 elements. The ASGS method is well-behaved, in the sense
that the amplitude of the small over/undershoots decreases as the mesh is refined, and the solution does not

suffer from Gibbs phenomena near the discontinuities. We illustrate this behavior quantitatively in Fig. 15,

where we plot the evolution of the L1-norm of the error—the amplitude of the over/undershoot—as the

grid is refined. The analysis indicates that, at least for this case, convergence in the L1-norm is super-linear.

Other formulations of the matrix s of stabilizing coefficients [10,40] do not yield results of the same qual-

ity as those of Fig. 13. In some cases the method even fails to converge, emphasizing the importance of an

appropriate choice of s for each particular problem.
Fig. 15. Evolution of the L1-norm of the error (amplitude of the over/undershoot) at t = 2, as the mesh is refined.



Fig. 16. Saturation profiles of the ASGS solution to the water–gas injection problem. Proposed formulation of shock-capturing

diffusion. (a) Water saturation and (b) gas saturation.
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Stabilized solutions with shock capturing diffusion. Despite the effective stabilization of the ASGS method

with the matrix of stabilizing coefficients given by Hughes and Mallet [23], some local overshooting is still

present in the solution. We make use of a discontinuity-capturing technique to remove the spurious wiggles.

In Fig. 16 we plot the numerical solution obtained after using the ASGS method above in conjunction with
the proposed ‘‘global-gradient form’’ of the shock-capturing diffusion. We use the following parameters:
U sc ¼ ð0:5; 0:5Þ; Csc ¼ 2: ð68Þ

The computed solution does not degrade the accuracy in the smooth regions—the rarefaction fan and the

constant saturation states—while effectively enhancing stability near the sharp gradients.

The profile of additional diffusion introduced by the discontinuity-capturing term is plotted at simula-
tion times t = 0.5 and t = 2 in Fig. 17. It is apparent that the amount of artificial diffusion is negligible eve-

rywhere, except in the vicinity of discontinuities. The ‘‘canonical form’’ of the shock-capturing diffusion

described earlier is either less effective or even fails to converge.

It is also important to determine the sensitivity of the proposed shock-capturing operator to the choice

of the coefficients involved in the formulation. In Fig. 18 we plot the solution for different values of the

constant Csc. As expected, the solution is more diffusive as the coefficient Csc increases, and approaches

the ASGS solution (Fig. 13) when Csc tends to zero. We conclude that there is a fairly wide range of values

of the constant for which the method yields a stable solution.
Fig. 17. Profiles of shock capturing diffusion introduced by the proposed formulation at two different times.



Fig. 18. Saturation profiles of the ASGS solution with the proposed formulation of shock-capturing diffusion for different values of the

coefficient Csc. (a) Water saturation and (b) gas saturation.
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4. Shallow water equations

We apply the variational multiscale method to the one-dimensional shallow water equations in conser-

vation variables. We show the performance of the method on a problem involving a wave reflection.

4.1. Mathematical formulation

We write the system of one-dimensional shallow water equations as follows (see, e.g., [35]):
othþ oxm� moxxh ¼ 0;

otmþ ox
m2

h
þ 1

2
gh2

� �
� moxxm ¼ 0;

ð69Þ
where h is the water depth, m is the discharge, g is the gravitational acceleration, and v is a diffusion co-

efficient due to viscosity effects. The system (69) can be expressed in the standard form (1) by defining:
u ¼
h

m

� �
; f ¼

m

m2=hþ gh2=2

� �
; D ¼

m 0

0 m

� �
: ð70Þ
The system of shallow water equations is strictly hyperbolic in the viscosity-free limit, as long as h > 0.

4.2. Representative numerical simulations

We solve the shallow water equations in the bounded domain [0, L], with L = 10. The initial conditions

are those of a quiescent water hump:
hðx; 0Þ ¼ h0ðxÞ;
mðx; 0Þ ¼ 0;

ð71Þ
where the initial water profile is sketched in Fig. 19. The boundary conditions are of reflection type:
oxhð0; tÞ ¼ oxhðL; tÞ ¼ 0;

mð0; tÞ ¼ mðL; tÞ ¼ 0:
ð72Þ



Fig. 19. Initial conditions employed in the numerical simulations of the shallow water equations.

Fig. 20. Standard Galerkin solution to the shallow water equations on a fine mesh of 4000 elements. Reflection at the right boundary

occurs at t � 9. (a) Water depth and (b) discharge.
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In our numerical simulations, we take the gravitational acceleration g = 1, and a small value of the diffusion

coefficient m = 0.001.

‘‘Reference’’ numerical solution. We compute a ‘‘reference’’ numerical solution, using the standard Galer-

kin method on a very fine grid of 4000 elements (h = 2.5 · 10�3) and a Crank–Nicolson time stepping with

dt = 5 · 10�4. The element Peclet and Courant numbers are
Pe :¼ rmaxh
m

� 2:5; ð73Þ

Co :¼ rmaxdt
h

� 0:2: ð74Þ
In Fig. 20 we plot the water depth and the discharge at various times. A shock forms after time t = 2, and

the wave reflects at the right boundary at time t � 9. Additional numerical simulations with different space

and time discretizations confirm convergence of the standard Galerkin method to the entropy solution of
the problem.

Standard Galerkin solution. We solve the problem using the standard Galerkin method on a very coarse

grid of 40 elements and time step dt = 0.05. The corresponding Peclet and Courant numbers are Pe � 250

and Co � 0.2, respectively. The results of the simulation are shown in Fig. 21, and compared with the ref-

erence numerical solution. The solution is polluted with global spurious oscillations. The lack of stability is

especially severe after the wave reflection, and the method is unable to produce a solution after t � 11.



Fig. 21. Standard Galerkin solution to the shallow water equations on a coarse mesh of 40 elements. The method was unable to

produce a solution at t = 12. (a) Water depth and (b) discharge.

Fig. 22. ASGS solution (s formulation given by Hughes and Mallet [23]) to the shallow water equations on a coarse mesh of 40

elements. Results are shown at times t = 0, 2, 5, 10 and 12. (a) Water depth and (b) discharge.
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Algebraic subgrid scale solution. In Fig. 22 we show the numerical solution obtained with the ASGS

method, using the same space and time discretization as before. The s formulation of Hughes and Mallet

[23] was used. The stabilizing effect of the subgrid-scale term is apparent: the solution does not display glo-

bal spurious oscillations, and the method is perfectly stable after the wave reflection. Other formulations of

the matrix s, however, rendered numerical solutions of lower quality, or even prevented the method from

converging.

Stabilized solution with shock-capturing diffusion. The ASGS solution is enhanced by incorporating a dis-

continuity-capturing technique. The results obtained with the ‘‘canonical’’ form of the shock-capturing dif-
fusion are shown in Fig. 23. The method removes the localized wiggles of the ASGS solution near the fronts

without introducing excessive smearing.
5. Conclusions

We have presented a fairly general formulation for the numerical solution of nonlinear systems of con-

servation laws, and applied it to the simulation of one-dimensional three-phase flow through porous media,



Fig. 23. ASGS solution with shock-capturing to the shallow water equations on a coarse mesh. (a) Water depth and (b) discharge.
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and the one-dimensional shallow water equations. The method is based on the original framework pre-
sented in [21], and entails a multiple-scale decomposition of the solution into resolved and unresolved

scales. The effect of the unresolved subgrid scales on the resolved grid scales introduces a stabilizing term

in the formulation. Key distinctive features of the formulation developed herein are: (1) the multiscale split

is performed before any linearization of the equations (which are kept in conservation form); (2) the multi-

scale solution is not reconstructed from point values of coarse-scale and subgrid-scale solutions; and (3) a

novel shock-capturing technique is proposed to enhance stability of the solution in the neighborhood of

fronts.

From the results presented in Sections 3 and 4, we conclude that the proposed stabilized method
yields numerical solutions of very good quality to challenging, highly nonlinear, nearly hyperbolic prob-

lems. Solutions computed on very coarse grids display excellent stability and accuracy. The algebraic

subgrid model employed is quite sensitive, however, to the choice of the matrix of stabilizing coefficients

s. The definition of s given by Hughes and Mallet [23], which requires the solution of an eigenvalue

problem, seems to be the most applicable to the type of problems considered in this paper. The novel

‘‘global-gradient form’’ of the discontinuity-capturing diffusion provides an alternative to existing formu-

lations. The numerical simulations show that, in contrast to the canonical expression, the numerical dif-

fusion introduced by the proposed formulation is confined to the vicinity of discontinuities in the
solution.

Several issues deserve further investigation. One of the topics that is currently being addressed is the

study of a different approximation to the subscales. In particular, we are interested in a numerical approx-

imation of the subgrid scale problem with appropriate basis functions—high-order finite elements, wave-

lets, etc., which are potentially capable of capturing the sharp features of the solution that the coarse

mesh is unable to resolve. Extension of the formulation to multidimensional problems is presented in a

forthcoming paper.
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[22] T.J.R. Hughes, G.R. Feijóo, L. Mazzei, J.-B. Quincy, The variational multiscale method—a paradigm for computational

mechanics, Comput. Methods Appl. Mech. Engrg. 166 (1998) 3–24.

[23] T.J.R. Hughes, M. Mallet, A new finite element formulation for computational fluid dynamics: III. The generalized streamline

operator for multidimensional advective–diffusive systems, Comput. Methods Appl. Mech. Engrg. 58 (1986) 305–328.

[24] T.J.R. Hughes, M. Mallet, A new finite element formulation for computational fluid dynamics: IV. A discontinuity-capturing

operator for multidimensional advective–diffusive systems, Comput. Methods Appl. Mech. Engrg. 58 (1986) 329–336.

[25] T.J.R. Hughes, M. Mallet, A. Mizukami, A new finite element formulation for computational fluid dynamics: II. Beyond SUPG,

Comput. Methods Appl. Mech. Engrg. 54 (1986) 341–355.

[26] T.J.R. Hughes, L. Mazzei, K.E. Jansen, Large Eddy Simulation and the variational multiscale method, Comput. Visual. Sci. 3

(2000) 47–59.

[27] T.J.R. Hughes, L. Mazzei, A.A. Oberai, The multiscale formulation of large eddy simulation: decay of homogeneous isotropic

turbulence, Phys. Fluids 13 (2) (2001) 505–512.

[28] T.J.R. Hughes, A.A. Oberai, L. Mazzei, Large eddy simulation of turbulent channel flows by the variational multiscale method,

Phys. Fluids 13 (6) (2001) 1784–1799.



R. Juanes, T.W. Patzek / Comput. Methods Appl. Mech. Engrg. 194 (2005) 2781–2805 2805
[29] K.E. Jansen, S.S. Collis, C. Whiting, F. Shakib, A better consistency for low-order stabilized finite element methods, Comput.

Methods Appl. Mech. Engrg. 174 (1999) 153–170.

[30] R. Juanes, Displacement theory and multiscale numerical modeling of three- phase flow in porous media, Ph.D. Dissertation,

University of California at Berkeley, March 2003.

[31] R. Juanes, T.W. Patzek, Multiple scale stabilized finite elements for the simulation of tracer injections and waterflood, in: SPE/

DOE Thirteenth Symposium on Improved Oil Recovery, Tulsa, OK, April 13–17, 2002 (SPE 75231), submitted to Soc. Pet. Eng.

J.

[32] R. Juanes, T.W. Patzek, Analytical solution to the Riemann problem of three-phase flow in porous media, Transp. Porous Media

55 (1) (2004) 47–70.

[33] R. Juanes, T.W. Patzek, Multiscale-stabilized finite element methods for miscible and immiscible flow in porous media, J.

Hydraul. Res. 42 (special issue) (2004) 131–140.

[34] R. Juanes, T.W. Patzek, Relative permeabilities for strictly hyperbolic models of three-phase flow in porous media, Transp.

Porous Media 57 (2) (2004) 125–152.

[35] R.J. LeVeque, Finite Volume Methods for Hyperbolic Problems. Cambridge Texts in Applied Mathematics, Cambridge

University Press, 2002.

[36] A. Masud, T.J.R. Hughes, A stabilized mixed finite element method for Darcy flow, Comput. Methods Appl. Mech. Engrg. 191

(39–40) (2002) 4341–4370.

[37] A.A. Oberai, P.M. Pinsky, A multiscale finite element method for the Helmholtz equation, Comput. Methods Appl. Mech. Engrg.

154 (1998) 281–297.

[38] A.A. Oberai, P.M. Pinsky, A residual-based finite element method for the Helmholtz equation, Int. J. Numer. Meth. Engrg. 49 (3)

(2000) 399–419.

[39] M. Peszynska, M.F. Wheeler, I. Yotov, Mortar upscaling for multiphase flow in porous media, Comput. Geosci. 6 (1) (2002) 73–

100.

[40] F. Shakib, T.J.R. Hughes, Z. Johan, A new finite element formulation for computational fluid dynamics: X. The compressible

Euler and Navier–Stokes equations, Comput. Methods Appl. Mech. Engrg. 89 (1991) 141–219.

[41] V. Thomée, Galerkin Finite Element Methods for Parabolic Problems, Springer Series in Computational Mathematics, vol. 25,

Springer-Verlag, Berlin, 1997.


	Multiscale-stabilized solutions to one-dimensional systems of conservation laws
	Introduction
	Multiscale numerical formulation
	Initial and boundary value problem
	Weak form
	Classical Galerkin method
	Multiple-scale approach
	Subgrid scale problem
	Grid scale problem

	Matrix of stabilizing coefficients
	Definition through an eigenvalue problem
	Definition through the matrix inverse

	Shock-capturing techniques

	Three-phase flow in porous media
	Mathematical formulation
	Numerical simulations
	Oil filtration in relatively dry soil
	Water ndash gas injection in a reservoir


	Shallow water equations
	Mathematical formulation
	Representative numerical simulations

	Conclusions
	Acknowledgements
	References


