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Abstract

In this paper we extend to three-phase flow the nonequilibrium formalism proposed by Barenblatt and co-workers for two-phase por-
ous media flow. The underlying idea is to include nonequilibrium effects by introducing a pair of effective water and gas saturations,
which are linked to the actual saturations by a local evolution equation. We illustrate and analyze how nonequilibrium effects lead to
qualitative and quantitative differences in the solution of the three-phase flow equations.
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1. Introduction

The importance of multiphase flow in porous media has
long been recognized in many fields [1-5]. More specifi-
cally, a good description of three-phase flow is essential
in practical applications like enhanced oil recovery, envi-
ronmental remediation of the unsaturated zone, and geo-
logical CO, storage in depleted oil and gas reservoirs.

Traditional formulations of multiphase flow describe
macroscopic fluid fluxes with a straightforward exten-
sion—first proposed by Muskat [6]—of Darcy’s equation
for single-phase flow. It is well known that, unlike in the
single-phase case [7], this extension cannot be rigorously
obtained from first principles [8]. The multiphase extension
of Darcy’s equation may be described as a quasi-linear
relation, because the fluid flux depends linearly on the
“driving force”, which includes viscous, capillary, and
gravity forces, and all the nonlinearity is agglutinated in
the relative permeability and capillary pressure functions.

It has long been recognized that relative permeability
and capillary pressure functions are not unique functions
of saturation. They must be treated as functionals that
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depend, at the very least, on saturation history and satura-
tion path [9-13]. This type of dependence is clearly sup-
ported by pore-scale simulations [14-21] and laboratory
experiments [22-24]. Moreover, a Darcy-type formulation
neglects the viscous coupling among flowing phases [25—
28] and does not account for the dependence on flow
regime [29-32], which sets the time scales of displacement
processes at the pore level [33-36].

In an attempt to remedy this situation, alternatives to
Darcy-type formulations have been proposed. Here, we
concentrate on continuum models that include so-called
“dynamic” or “‘nonequilibrium” effects. Based on volume
averaging of the microscopic equations of conservation
of mass and momentum, Hassanizadeh and Gray identified
that additional terms should be present in the macroscopic
equations [8,37,38]. In particular, they introduced the con-
cept of dynamic capillary pressure, which has been the sub-
ject of intense experimental [39-42], modeling [42-49] and
theoretical research [50-58].

A different but related model was proposed by Barenbl-
att and co-workers using more heuristic arguments [59-62]
(see also [63-65]). An important difference between the
Hassanizadeh—-Gray model and the Barenblatt model is
that the latter includes nonequilibrium effects in both the
capillary pressure and relative permeability. Bocharov
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et al. [66] presented one-dimensional numerical simulations
using the Barenblatt model. A theoretical analysis of the
nonequilibrium model was given by Natalini and Tesei
[67]. Laboratory experiments to validate the model and
determine the relevant parameters have recently been con-
ducted [68,69]. All of these investigations are restricted,
however, to two-phase flow.

The objective of this paper is to investigate, for the first
time, the impact of nonequilibrium effects on predictions of
three-phase flow models. We do so by

(1) Using Barenblatt’s model with negligible capillary
pressure. The focus is therefore on dynamic effects
in the relative permeability, rather than capillary
pressure (which has been studied more profusely in
earlier investigations).

(i1) Numerical simulation. We develop an elegant and
simple finite difference scheme to discretize a system
of conservation laws (partial differential equations)
coupled with closure evolution equations (ordinary
differential equations). The scheme allows us to treat
consistently and in a locally-conservative fashion the
primary variables (actual saturations) and the hidden
variables (effective saturations).

2. Nonequilibrium effects in multiphase flow

The traditional macroscopic formulation of multiphase
flow in porous media hinges on a straightforward extension
of Darcy’s law that relates the volumetric flux of a phase to
the pressure gradient of that phase:

4= k(D ~ p.g). (1
o

In the equation above, the subscript « indicates the fluid
phase (oil, water, or gas), ¢, is the volumetric flux or Darcy
velocity, u, is the fluid viscosity, p, is the phase pressure, p,
is the phase density, g is the gravity vector, k is the absolute
permeability of the medium, and k., is the relative perme-
ability of the a-phase. Darcy-type formulations make the
additional assumption that, for given experimental or field
conditions, the relative permeabilities depend on the cur-
rent fluid saturations S,. Under these conditions, the rela-
tion among volumetric fluxes, fluid pressures and fluid
saturations is algebraic.

Nonequilibrium (also called dynamic) effects have been
invoked and incorporated into continuum descriptions of
multiphase flow based on a number of arguments. The
essential feature is that they generalize the algebraic rela-
tion governing fluid flux into an evolution equation. The
origin of this type of formulation can be traced back to
the Cattanco extension of Fourier’s law [70,71]. It stems
from the observation that diffusion equations propagate
information at infinite speed, which is deemed unphysical.

From a physical standpoint, the arrangement of fluids in
the pore space requires some relaxation time to achieve a

stable or equilibrium configuration during the displace-
ment of one fluid by another through a porous medium
[59,60,64].

Continuum formulations of multiphase flow in porous
media have been derived from volume averaging of the
mass and momentum conservation equations at the micro-
scale [37,72-75]. The main conclusion from these mathe-
matical developments is that the macroscopic equations
of multiphase flow should include additional (nonequilibri-
um) terms. A reflection of this enhanced formulation is the
concept of dynamic capillary pressure [8,38].

Experimentally, it has been observed that the capillary
pressure—saturation curve under dynamic conditions (such
as in single-step or multistep outflow experiments) is differ-
ent from that of static conditions [39,40,42].

2.1. Hassanizadeh—Gray model

Based on thermodynamic arguments and volumetric
averaging of the microscopic multiphase flow equations,
Hassanizadeh and Gray [8,38] proposed that, in a two-fluid
system, the dynamic capillary pressure Pfy“ (that is, the
instantaneous local difference between phase pressures) is
related to the static capillary pressure P (that is, the cap-
illary pressure in a quasi-static displacement) as follows:

. as,
PO—PWEPSYHZPEH—TH(SW)E~ (2)

In the equation above, p, and p,, are the phase pressures of
the nonwetting and wetting phases, respectively, and 7 is a
phenomenological coefficient that takes positive values and
depends on the water saturation S,,. For a drainage process
(the nonwetting phase displacing the wetting phase), the lo-
cal time derivative of water saturation is negative
(0,Sw < 0) and, therefore, the dynamic capillary pressure
is higher than the static one (PSyn > P, in agreement
with experimental observations [39].

2.2. Barenblatt model

The Hassanizadeh—Gray model introduces nonequilibri-
um effects in the capillary pressure—saturation relationship,
but does not address their impact on the relative permeabil-
ity. Barenblatt’s model [59,60] is a model of both nonequi-
librium capillary pressure and relative permeability. An
excellent account of the state of the art of nonequilibrium
two-phase displacements is given in [64]. Although this
work focuses on the Barenblatt model, it provides links
to other approaches, such as the Hassanizadeh—Gray
model and the full-tensor relative permeability approach
[25-28].

The basis for Barenblatt’s model may be summarized as
follows. A multiphase displacement in porous media
implies myriads of pore-scale rearrangements. The charac-
teristic time (redistribution or relaxation time) for rear-
rangement of the flow networks can be substantial. As a
result, the flux of each phase does not depend on the cur-
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rent saturation Sy, alone. The working assumption is that
the instantaneous (dynamic) relative permeability and cap-
illary pressure can be evaluated as their static counterparts,
but at some effective saturation oy:

b (Sw) = ki (),
dyn sta
krg (SW) = krgt(aw)’ (3)
P (Sy) = P (av).
Closure of the model requires that one provides a rela-
tionship between the actual saturation Sy, and the effective
saturation gy. Using dimensional analysis and physical rea-

soning, Barenblatt proposed the following evolution (as
opposed to algebraic) relation:

oSy,
Ow — SW = TB(SW)W. (4)

The effective saturation may be interpreted as a future
saturation. Indeed, to first approximation:

oy == Sy(t+ 18), (5)

highlighting the interpretation of the coefficient g as relax-
ation time. Moreover, the phenomenological coefficients of
the Hassanizadeh—Gray model and the Barenblatt model
are related, to first order, by

d Pstat
ds,

5 (Sy) =~ ‘ 78(Sw)- (6)

In our view, 7 is not explicitly time-dependent. However,
since it multiplies the time derivative of saturation, 0,5
(Eq. (4)), nonequilibrium effects are important only where
saturation changes are significant—the dynamic term de-
cays, for example, after the front of a waterflood has passed.
There is a great deal of uncertainty regarding the appropri-
ate magnitude and functional form of the phenomenologi-
cal coefficients [39,40,65]. In this investigation we adopt
Barenblatt’s model, as it incorporates nonequilibrium ef-
fects on both capillary pressure and relative permeability,
and we extend it formally to three-phase flow systems.

3. Nonequilibrium two-phase flow models

We first describe the development of a numerical model
for nonequilibrium effects in two-phase flow. In the next
section, we extend the model to three-phase flow systems.

3.1. Darcy-type model

Let us make the following assumptions regarding the
multiphase flow system: (1) two immiscible, incompressible
fluids; (2) rigid medium; (3) one-dimensional horizontal
flow. Under these assumptions, the Darcy-type two-phase
flow model reads:

9,5, + 0,v, =0, o =W,O0, (7)
k k

Uy = —Ay— 0, Dy = 2. 8
¢ My ®)

Using a fractional flow formulation, the set of two mass
conservation equations above may be expressed as a pres-
sure equation and a saturation equation [76,77]. The pres-
sure equation, obtained by summing the two conservation
equations, dictates that the total velocity vt = vy + v, de-
pends on time only

ava =0 = vt = UT(t). (9)
The total velocity is given by

k .k dpP.
UTiTaaxpﬂwa(E>axS7 (10)

where for convenience, we have introduced the notation:
P=Do S =8y, Po =P =p, —p,, and it = Ay + Zo.

The saturation equation is the water-phase mass conser-
vation equation, which we now express in conservation
form as

k dpP.
6,S+6x{va—fio¢<— dS)ELS} :07 (11)
where f'is the water fractional flow function:
Ao
=¥, 12
f=5 (12)

3.2. Nonequilibrium model

Eq. (11) serves as the starting point for our nonequilib-
rium model. The essential point is to evaluate the flux term
at the effective saturation ¢ rather than the actual satura-
tion S:

38 + 0, |vrf (o) — f(0) kr;(a) % <_ d]jicz(ra)) a“’} -0
(13)

together with the evolution equation:
g— 8 =10,. (14)
We gain insight into the relative importance of the different

terms by making the equations dimensionless. We intro-
duce dimensionless space and time:

fc:%, (15)
2:/0tl’TT(t/)dﬂ, (16)

where L is the length of the domain. If the total velocity vt
is constant, Eq. (16) reduces to ¢ = t/T., where T, = L /vy is
a characteristic time.

We introduce the Leverett scaling [78] of capillary
pressure:

_ ycosa
P ="JTs

where 7 is the interfacial tension, « is the contact angle, and
J is a dimensionless function describing the capillary
behavior of the porous medium under quasi-static condi-

J(a), (17)
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tions (the Leverett J-function). This function is a monoton-
ically decreasing function of saturation.
We define the capillary-diffusion function

D(0) = f(0)kio(0) (=T (0)), (18)

which is a positive function except at the saturation end-
points, at which it takes a zero value.

3.2.1. Dimensionless form of the equations
The governing equations of the nonequilibrium model
can now be written in dimensionless form as follows:

0:S +0¢ | f(o) — Ca™! 7'kL/¢D(0')6;CJ =0, (19)

o— 8 =10S. (20)
The behavior of the system is governed by two dimen-
sionless groups: the capillary number,

_ HolUT (21)
ycosa’

and the dimensionless relaxation time,

N Ut

t=1,. (22)
The relative importance of capillary forces is, of course, in-
versely proportional to the capillary number and the length
of the domain [79]. From Eq. (22), we conclude that non-
equilibrium effects are proportional to the total velocity,
and inversely proportional to the length of the domain.
To have a sense for real-world values of 7, take the dimen-
sionless value 7 = 0.01 (this will be used later in this paper).
For a lab experiment with L ~ 1 m and vy ~ Imh™', the
corresponding value of the relaxation time is v~ 1 min.
For wvalues representative of field conditions (say,
L~100m and vr ~ 0.1 mday'), the relaxation time is
T =~ 10 day.

3.2.2. Linearization

It is illustrative to derive the leading order terms in an
expansion of the solution in the relaxation time 7, to show
the dissipative nature of the relaxation. The static model
(7 = 0) with capillarity is given by the equation:

;S + 0;

f(S)—Ca™! —V]Z/(bD(S)Q%S] =0. (23)

Eq. (20) implies that
() = ¢(S) + 1¢(5)3:S + O(|[*) (24)

for any smooth function ¢. The nonequilibrium model
without capillarity can be approximated, to first order in
7, by the following equation:

8,5 +&:[£(5) = #(/'(5))’:S | = O(l#P). (25)

Egs. (23) and (25) are nonlinear advection—diffusion equa-
tions. It is clear that, to first order, nonequilibrium effects
in the relative permeability act as a diffusion term that

scales with the dimensionless relaxation time 7. The non-
equilibrium—diffusion coefficient #(f/(S))* is a positive
function, except possibly at the endpoints—where it may
take a zero value.

3.3. Summary of the model equations

We are interested in the nonequilibrium equivalent of the
Buckley—Leverett model [3,67], so we consider the capillar-
ity-free case (P. = 0). We abuse notation and drop the tilde,
but still refer to the dimensionless form of the equations:

0,8 + 0,[f(0)] = 0, (26)
o—8=10,S. (27)

This is a system of a partial differential equation and an or-
dinary differential equation. We supplement this system
with a flux boundary condition at the left boundary:

flo)=Ff(r) atx=0. (28)

The initial conditions of system (26)—(27) deserve special
attention. Initial conditions must be specified for both the
actual saturation and the effective saturation. Because both
are linked by an evolution equation, they cannot be chosen
independently. Substituting Eq. (26) into (27) and evaluat-
ing at ¢ = 0, the initial conditions are given by

S=58o(x) atr=0, (29)
ao + t0,[f (00)] = So(x). (30)

Note that the initial effective saturation o is the solution of
a one-sided boundary-value problem, and that it will be
nonconstant even if the initial actual saturation S, is
constant.

3.4. Numerical discretization

We develop a simple finite volume discretization for the
numerical solution of the initial and boundary-value prob-
lem (26)—(30). The essential ingredient of the proposed
numerical formulation is to consider the effective satura-
tion as a local (internal, or hidden) variable within each
gridblock. The immediate benefit is that the formulation
is locally conservative. The numerical discretization
employed here is different from that of previous numerical
solutions dealing with nonequilibrium effects in porous
media (e.g. [45,66]), where the evolution equation
g =8+ 0,5 is inserted in the partial differential equation.
This leads to higher-order terms with cross derivatives
(9 and 0,,,), which are more cumbersome to discretize con-
sistently [45,66]. For seminal references in the area of dis-
cretization of hyperbolic conservation laws with stiff
relaxation terms, see e.g. [80-83].

We discretize the spatial domain Q = [0, L] into N non-
overlapping gridblocks Q;:

N
0,L]=Q= U £, Qi = [xi12,%ig12]- (31)
i1
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We assume, for simplicity, a regular grid with gridblock
size dx. Similarly, let 3¢ be the constant time step size. Dis-
cretization of the governing equations amounts to estab-
lishing discrete mass conservation at each gridblock i and
time step [, #"*!]. Given the actual and effective saturations
at time ¢, we must solve for the actual and effective satura-
tions at time ¢"*!. Discrete mass conservation dictates (see
Fig. 1):

SI8x = SI8x + (fio1/2 — fir1)2)dt. (32)

We use a single-point upstream and a generalized trapezoi-
dal rule for evaluation of the discrete flux:

firijp=f(a""), where ¢’ =00""+(1-0)d". (33)

The parameter 0 defines the degree of implicitness, ranging
from 0 = 0 for Forward Euler (explicit) to 0 = 1 for Back-
ward Euler (fully implicit). In all our simulations, we used
the value 6= 0.5, corresponding to a Crank—Nicolson
scheme. It is important to note that the flux is a function
of the effective saturation, not the actual saturation. The

discrete coupled equations for cell i and time ! read:
d
R =2 (S5 =80 + (fe") = £(@r) =0, (34)
n+0
R = (50— T S sy =0 09

This results in an algebraic system of 2N equations, to be
solved for the actual and effective saturations at time
"', In our implementation, we used full Newton iteration
for the solution of the nonlinear system.

3.5. Numerical examples

We illustrate the effect of the dynamic relative perme-
ability with a waterflood simulation. Consider a medium
initially filled with a nonwetting phase (S, = 0). Water is
injected after time ¢ = 0, so that f = 1. We used quadratic
relative permeabilities,

by = 8%, ko = (1= 8)7, (36)

and a viscosity ratio u,/u, = 2. We assumed that the relax-
ation time 7 is constant, and independent of water satura-
tion. This is clearly a simplification, but it is sufficient to

Sn+l O_n+l
i J i tn+1
n+6 n+6
f;»l/Z —r > —T > 1+1/2|
tn
n n
i ) 0-1

Ty Liv12

Fig. 1. Schematic of the finite volume discretization for the nonequilib-
rium two-phase flow model. The effective saturation ¢ is understood as an
internal (hidden) variable within each gridblock.

demonstrate the behavior of solutions when nonequilibri-
um effects are included.

The numerical solutions are shown in Fig. 2. The top fig-
ure shows the water saturation profile at time ¢ = 0.4 for
the equilibrium model (z = 0). This is the solution to the
classical Buckley—Leverett problem. Any smearing is due
to numerical diffusion.

The middle plot of Fig. 2 shows the actual (solid lines)
and effective (dashed lines) saturations at times t = 0 and
t = 0.4 for the nonequilibrium model with 7 =0.01. We
make the following remarks:

0 0.2 0.4 0.6 0.8 1
T

Fig. 2. Two-phase waterflood simulation. Profiles of actual saturation .S
(solid line) and effective saturation ¢ (dashed lines) at t =0 and 7 = 0.4.
Top: equilibrium model; middle: nonequilibrium model with 7 = 0.01;
bottom: nonequilibrium model with t = 0.02.
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(1) The initial effective saturation oy is nonzero, even
though Sy = 0 everywhere. This behavior is not only
mathematically correct, but also has a very physical
interpretation: since ¢ is a “future” saturation, it
must depend on the boundary conditions at r = 0.

(i1) The effective saturation front is always ahead of the
actual front, which is consistent with the interpreta-
tion of the effective saturation as a “future”
saturation.

(iii) The effect of the nonequilibrium term is to spread the
front, even when capillary effects are ignored.

The bottom plot shows the computed profiles for the
nonequilibrium formulation with a larger value of the
relaxation time, T = 0.02. It is clear that this larger value
of 7 results in more significant spreading of the saturation
front. Similar observations were made in the previous
investigation by Bocharov et al. [66], although they used
a very different numerical scheme.

4. Nonequilibrium three-phase flow models

In this section, we extend the nonequilibrium formula-
tion proposed by Barenblatt to three-phase flow. We pro-
ceed as in the two-phase flow case, by introducing the
Darcy-type formulation first, and then presenting the
mathematical and numerical model that includes nonequi-
librium effects.

4.1. Darcy-type model

We study three-phase flow under the usual fractional
flow assumptions [84-87]: (1) three immiscible, incompress-
ible fluids; (2) rigid medium; (3) one-dimensional horizon-
tal flow; and (4) negligible capillarity effects. Under these
conditions, the governing equations can be expressed in
dimensionless form as a pressure equation:

k
vt = — A1 = Oxp,

axUT = 07 (,b

where At = Ay + 2o + g,

(37)

and a 2 x 2 system of saturation equations which, after re-
scaling, takes the form

(s:) ()=o) .

where f, = Ay/Ar and f, = A,/Ar are the fractional flow
functions for water and gas, respectively.

4.1.1. Elliptic regions

The system (38) is a 2 x 2 system of nonlinear first order
equations in conservation form. The relative permeabilities
are normally understood as functions of the fluid satura-
tions alone. In this case, the mathematical character of
the system is determined by the eigenvalues and eigenvec-
tors of the Jacobian matrix of the system [88].

It is well known that most relative permeability models
used today give rise to elliptic regions, that is, open sets in
the saturation space where the system (38) is locally elliptic
rather than hyperbolic [84,85,89-94]. There is a widespread
controversy about whether elliptic regions are physical, or
simply an unintended consequence of the severe modeling
assumptions made in the development of three-phase flow
models [84,85,91,95,96]. Here, we recall some of the reper-
cussions of elliptic regions, and we study the effect of non-
equilibrium terms on the solution to three-phase flow
problems of mixed hyperbolic/elliptic type.

4.1.2. Dependence on initial data

The presence of elliptic regions in an otherwise hyper-
bolic three-phase flow model leads to a problem that is
mathematically ill-posed. Entropy conditions have not
been found to guarantee existence and uniqueness of a
solution. Elliptic regions in saturation space are regions
of linear instability. In particular, solutions do not depend
continuously on the initial data.

To illustrate the lack of continuous dependence on ini-
tial data, we reproduce results from Bell et al. [90]. They
used artificial relative permeability functions that produce
a large elliptic region in saturation space, represented as
a ternary diagram (each vertex corresponds to a single-
phase system, see Fig. 3).

We solve the Riemann problem—that is, system (38)
with constant initial and injected saturations—for injected
and initial saturations (left and right states, respectively)
inside the elliptic region:

(Sw) _ (0.16) <Sw> _ <0.15) 39
Sg lefl_ 0.29 7 Sg right_ 0.30 - ( )

Note that the distance between left and right states on the
ternary diagram is about 0.01. The solution (obtained using
the numerical scheme described in Section 4.3) is shown in

elliptic region

0
%2
g
6.
®
7

Fig. 3. Elliptic region on the ternary diagram (saturation space)
corresponding to the relative permeability functions in [90].
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saturations

0

0 0.2 0.4 0.6
T

saturations

0.8 1

0 0.2 0.4 0.6 0.8 1
T

Fig. 4. Lack of continuous dependence of three-phase flow solutions on initial data inside the elliptic region (after [90]). Left: left and right states at a
distance 0.01. Right: left and right states at a distance 0.001. The bottom figures show the water (light blue), oil (dark gray) and gas (white) saturation
profiles. The top figures plot the same solutions as saturation paths on the ternary diagram.

Fig. 4(left). The grid was refined to ensure converged solu-
tions. The bottom-left figure shows the saturation profiles
(water in light blue', oil in dark gray, gas in white) after
a certain simulation time. Despite the fact that initial and
injected states are very close to one another, the solution
develops a markedly oscillatory behavior due to the linear
instability inside the elliptic region. The same solution is
plotted as a path on the ternary diagram in the top-left fig-
ure. From these two plots, it is apparent that the solution
develops two “spikes” or ‘“constant states”.

We now compute the solution for the same right state,
and a left state that is even closer, at a distance of about
0.001:

(Sw> B <0.151>
Se )i \0.299 )
The solution is shown in Fig. 4(right). Clearly, the structure
of the solution is different from the previous one. It now

displays three ““spikes” instead of two. From this example,
taken from [90], we conclude that converged numerical

(40)

! For interpretation of color in Figs. 2, 4-7, the reader is referred to the
web version of this article.

solutions to the three-phase flow equations with initial data
inside the elliptic region: (1) display wild nonoscillatory
behavior, which we deem nonphysical, and (2) do not de-
pend continuously on initial data.

4.2. Nonequilibrium model

In this section, we introduce a formal extension of Bare-
nblatt’s nonequilibrium model to three-phase porous
media flow. The essence of the model is to evaluate the flux
term (relative permeabilities and capillary pressures) at a
set of effective saturations, different from the actual satura-
tions. The two sets of saturations are linked by the follow-
ing evolution equation:

() (s)==(s)

where 7 is now a 2 x 2 matrix of relaxation times with coef-
ficients that depend, in principle, on water and gas
saturations:

TWW ‘EW
T= ( g), Toup = Tup(Sw, Se)-

Tow  Tgg

(41)

(42)
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Here, we propose that the relaxation time is a tensorial
quantity, simply as a formal extension of the Barenblatt
model to three-phase flow. The nature of this tensor is un-
known. We speculate that it should have positive, real
eigenvalues, in order to preserve the forward-in-time nat-
ure of the evolution Eq. (41). The simplest way to guaran-
tee this property is to assume that this tensor be a
diagonal tensor with uniformly positive coefficients. The
coefficient 1, would correspond to an oil-water system,
while the coefficient 7,, would be associated with an oil-
gas system.

For convenience, we define the following vector
variables:

Sw

u= (S ) (vector of actual saturations), (43)
g

v = <6w> (vector of effective saturations), (44)
Og

f= (j:w) (vector of fractional flows). (45)
g

In the capillarity-free case, the nonequilibrium three-phase
flow model is a strict extension of Egs. (26)—(30). It is given
by the PDE-ODE system:

0.8

o
=N

saturations
o
S

o
)

0 0.2 0.4 0.6 0.8 1
T

saturations

du + 3, [f(v)] = 0, (46)
v—u=10u (47)
with the unilateral boundary conditions:

fv)=f@) atx=0, (48)
and the initial conditions:

u=uy(x) att=0, (49)
vo + 10, [f (vo)] = uo(x). (50)

As for the two-phase case, the initial effective saturations vy
must be obtained through the solution of a one-sided
boundary-value problem.

4.3. Numerical discretization

The numerical discretization of the model problem (46)—
(50) is the strict equivalent of the two-phase numerical
scheme, where now the actual and effective saturations
are vector unknowns. We used a single-point upstream
scheme for the space discretization, and a generalized trap-
ezoidal rule for discretization in time. The vector of effec-
tive saturations is treated as an internal (hidden) variable,
leading to a locally-conservative finite volume scheme.

o

o

0 0.2 0.4 0.6 0.8 1
T

Fig. 5. Example 1: two states outside the elliptic region. Left: equilibrium formulation. Right: nonequilibrium formulation with t = 0.02. The dashed line

indicates the profile of effective saturations.
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The resulting 4N-system of algebraic equations is solved at
each time step using full Newton iteration.

4.4. Numerical examples

The objective of the numerical tests is to evaluate the
impact of nonequilibrium effects on the behavior of solu-
tions to three-phase flow problems. We are interested in
three-phase models for which the equilibrium problem is
of mixed hyperbolic/elliptic type. Specifically, we address
the question of whether nonequilibrium effects stabilize
the solution when the initial saturation states are inside
the elliptic region.

All the numerical simulations are for problems with con-
stant initial saturations (#, = const), and constant bound-
ary flux (f(z) = const). The relative permeabilities and
fluid viscosities are taken from Bell et al. [90], which pro-
duce a large elliptic region (see Fig. 3). Given the uncer-
tainty in the functional form of the relaxation time
(which moreover is now a full matrix), we decided to use
a scalar, constant 7.

4.4.1. Example 1
In this first example, we simulate a three-phase displace-
ment in which both the initial and injected saturation states

=
=

saturations
(=)
N

0.2

0.4 0.6 0.8

r

saturations

669

are outside the elliptic region. The results are shown in
Fig. 5 for the equilibrium formulation (left) and the non-
equilibrium formulation with = 0.02 (right). The two
solutions display a similar behavior in terms of saturation
path, but the nonequilibrium model results in a smeared
displacement front. As expected, the front of effective satu-
ration (dashed line) is always ahead of the actual saturation
front. These observations are in agreement with those of
the two-phase flow case.

4.4.2. Example 2

In this example, the initial state is inside the elliptic
region. The solution of the equilibrium model is perfectly
well behaved, with the initial state being reached through
a shock [90], see Fig. 6(left). The effect of the nonequilibri-
um term is qualitatively similar to that of Example 1: sig-
nificant smearing of the solution profile, see Fig. 6(right).

4.4.3. Example 3

The final example is designed to illustrate the effect of
dynamic relative permeability when both the initial and
injected states are inside the elliptic region. The traditional
Darcy-type formulation leads in this case to unstable oscil-
latory behavior and noncontinuous dependence on the ini-

0.2

0.4 0.6 0.8

r

Fig. 6. Example 2: initial state inside the elliptic region. Left: equilibrium formulation. Right: nonequilibrium formulation with t = 0.02.
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saturations

(==}

T

saturations

0.2 0.4 0.6 0.8 1

0 0.2 0.4 0.6 0.8 1
T

Fig. 7. Example 3: both states inside the elliptic region. Left: nonequilibrium formulation, T = 0.01. Right: nonequilibrium formulation, T = 0.1. These
solutions should be compared with that of the equilibrium model in Fig. 4(left).

tial data, as discussed in Section 4.1.2. The question is: do
nonequilibrium effects remedy this situation?

In Fig. 7 we show the solutions to the nonequilibrium
model for values of 1 =0.01 and 0.1. These solutions
should be compared with those of the equilibrium model,
in Fig. 4(left). It is apparent that the converged numerical
solution of the nonequilibrium model is smooth and now
remains inside the elliptic region. From this point of view,
the solution displays a more physical behavior, although
this appears to require a large-enough value of the relaxa-
tion time.

5. Concluding remarks

We have presented a nonequilibrium model of three-
phase flow in porous media. The formulation is an exten-
sion of the model proposed by Barenblatt and co-workers
for two-phase flow [59,60,64], and it includes dynamic
effects in both the relative permeability and the capillary
pressure functions of traditional Darcy-type formulations.
The three-phase flow equations consist in a set of conserva-
tion laws (partial differential equations) coupled to a set of
evolution equations (ordinary differential equations) that
link the actual and effective fluid saturations. We have pre-
sented a consistent numerical method for the solution of

this coupled system that treats effective saturations as inter-
nal variables, local to each element. The method is locally
mass conservative, and its extension to several space
dimensions is straightforward.

Our numerical simulations show that nonequilibrium
terms smear saturation fronts. This had been previously
observed for two-phase flow [66], and we have confirmed
that the same is true for three-phase flow. What is more,
they stabilize the solution inside the elliptic region—where
the solution would otherwise be locally unstable and dis-
play wild oscillatory behavior. However, a sufficiently large
magnitude of the characteristic relaxation time is required
to damp out the oscillations. Similar findings were reported
when capillarity effects are included [96]. This is in fact not
surprising, as dynamic relative permeability introduce a
mixed space-time derivative of saturation (0,.5). To first
order, this scales as a second-order derivative in space
(0,S), which is the term associated with static capillary
effects (see Section 3.2). In this context, it is worth mention-
ing that the higher-order terms associated with nonequilib-
rium effects allow one to recover uniqueness of
nonmonotonic traveling wave solutions of infiltration into
porous media [51].

The work presented here is subject to a number of inter-
esting extensions:
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(1) The numerical model can be extended to account for
capillarity, also including nonequilibrium effects. This
can be done using effective saturations, and without
modification of the overall discretization scheme.

(i) The main parameter of the formulation, the relaxa-
tion time, should be understood as a full-tensor whose
coefficients are functions of the fluid saturations.

(iii) A logic to incorporate hysteresis in the relative per-
meability (such as [9]) should also be implemented.

(iv) The computational model can be extended to multidi-
mensional problems in heterogencous media using
the same conservative scheme. We are currently
undertaking this investigation.
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